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PREFACE

Writing an overview of a burgeoning field is a daunting task. When we started our
project, existing research in behavioral finance was already abundant. Since then,
new work has appeared virtually daily. The only reasonable approach was to be
selective. While we hope this book is a comprehensive treatment of the more im-
portant contributions in the field of behavioral finance, worthy research has cer-
tainly been excluded.

In writing this book, the students we have taught and the professional audi-
ences we have addressed were a driving force. It is our hope that the material cov-
ered in this book will allow readers to consider financial decision-making in a new
light. While a number of useful books that cover topics in behavioral finance are
available to the interested reader, our goal was to write a book that would provide
an accessible overview of the field, while at the same time illustrating how behav-
ioral finance can be applied in real-world settings. With this in mind, the level of
rigor has been kept low and theory has been kept to a minimum.

It is our belief that this book is suitable for undergraduate and graduate stu-
dents in business and economics, as well as interested practitioners. The book can
be used for a dedicated elective course or as a supplement to a more traditional
corporate or managerial finance course.

To support the instructor and promote student learning an Instructor’s Man-
ual (IM) accompanies this book. The IM includes three parts: Solutions to Discus-
sion Questions and Problems; Teaching Exercises; and Lecture Slides. Each of the
20 chapters in the book contains a number of Discussion Questions and Problems
and the first part of the IM provides suggested solutions to each exercise. The sec-
ond part of this manual presents Teaching Exercises that are designed to promote
hands-on learning including experiments, cases and other items, running the gamut
from Trading Simulators to Star Trek, from a price prediction game to a dice
game, from a risk-taking survey to the Super Bowl, from Barings Bank to Royal
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Dutch Shell, and so on. Finally, to give the instructor a head-start in the classroom,
we have assembled a series of Lecture Slides.

ACKNOWLEDGEMENTS

We are particularly indebted to those early researchers who provided a path for
the growing numbers of scholars who have built upon their work, including
Werner De Bondt, Robert Dreman, Daniel Kahneman, Robert Shiller, Hersh
Shefrin, Andrei Shleifer, Vernon Smith, Meir Statman, Richard Thaler, and Amos
Tversky.

Though we are certainly forgetting numerous names, some of the researchers
whose work has been influential and who appear prominently in these pages are:
Maurice Allais, Marc Alpert, Solomon Asch, Clifford Asness, Malcolm Baker,
Nardin Baker, Guido Baltussen, Brad Barber, Nicholas Barberis, Sanjoy Basu, Max
Bazerman, Shlomo Benartzi, Itzhak Ben-David, Douglas Bernheim, Bruno Biais,
Fischer Black, Robert Bloomfield, Nancy Brekke, Stephen Brown, Colin Camerer,
Walter Cannon, David Centerbar, Louis Chan, John Conlisk, Michael Cooper,
Joshua Coval, David Cutler, Antonio Damasio, Kent Daniel, Bradford De Long,
Stéphanie Desrosiers, John Dickhaut, Orlin Dimitrov, John Doukas, Darren
Duxbury, Jon Elster, Richard Fairchild, Eugene Fama, Ernst Fehr, Urs Fischbacher,
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Hsee, Ming Huang, Gur Huberman, William James, Narasimhan Jegadeesh, Wei
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Rajinish Mehra, Stanley Milgram, Olivia Mitchell, Kimberly Moreno, Tobias
Moskowitz, Margaret Neale, John Nofsinger, Gregory Northcraft, Terrance Odean,
Dimitris Petmezas, Joseph Piotroski, Jean-François Plante, Michael Pompian, Thierry
Post, James Poterba, Sébastien Pouget, Edward Prescott, Howard Raiffa,
Raghavendra Rau, Marc Reinganum, Richard Rendleman, Mark Riepe, Stephen
Ross, Yuval Rottenstreich, Richard Ruback, William Samuelson, Tano Santos,
Stanley Schachter, Myron Scholes, William Schwert, Dennis Shea, Jeremy Siegel,
Herbert Simon, Jerome Singer, James Smith, Brett Steenbarger, Avanidhar
Subrahmanyam, Gerry Suchanek, Barbara Summers, Larry Summers, Bhaskaran
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Vishny, Robert Waldmann, Martin Weber, Arlington Williams, Timothy Wilson,
Jeffrey Wurgler, Wei Xiong, Robert Zajonc, and Ganggang Zhang. While a
number of these researchers are not overly sympathetic to the behavioral
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led by Laura Ansara and Mike Reynolds, with the able support of Tamborah
Moore and Andrea Clemente. Finally, we thank colleagues and students who have
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INTRODUCTION

The rapidly growing field of behavioral finance uses insights from psychology to
understand how human behavior influences the decisions of individual and profes-
sional investors, markets, and managers. We are all human, which means that our
behavior is influenced by psychology. Some decisions are simple, day-to-day
choices, such as how hard we are going to study for the next test, or what brand
of soda we are going to buy, but others significantly impact our financial well-
being, such as whether we should buy a particular stock, or how we should allo-
cate our 401(k) money among various investment funds. The purpose of this
book is to present what we have learned about financial decision-making from
behavioral finance research, while recognizing the challenges that remain.

Looking ahead, we will see that behavioral finance is very useful in helping us
understand certain puzzles at the level of the investor. For example, why do people
tend to invest in local companies? Why do investors confuse a good company and
a good stock? Why do people increase the amount of risk they are willing to take
on if they have experienced good or bad portfolio performance? Why are they re-
luctant to eliminate poorly performing investments from their portfolios? Why do
many investors trade as often as they do? Why do they insufficiently diversify their
asset holdings? Why do people follow the crowd?

While it would be difficult to find anyone who would seriously question the
contention that psychology impacts individual financial decisions, there is less
agreement on whether market outcomes are also impacted. This is because the be-
lief that human psychology affects markets is inconsistent with the traditional view
that market forces lead to efficient outcomes. Nevertheless, if human psychology
can lead to individual behavior that is not optimal and such errors are sometimes
correlated, and there are limits to arbitrage, then, provided there limits to arbi-
trage, the traditional view of markets is likely an incomplete story.
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More recently, behavioral finance has also made strides in providing insight
into the behavior of managers. Given what we have learned about investor psy-
chology, it would be surprising if behavioral factors did not play a role in manag-
erial decision-making. On the one hand, can managers take information relating to
individual psychology into account in an effort to achieve improvements in per-
sonal performance? On the other hand, do managers, being themselves human,
fall prey to their own behavioral errors?

PLAN OF THE BOOK

To make sense of how human psychology impacts individuals and markets, we
need to take a few steps back. We begin, in Part I of the book, by reviewing the
foundations of modern finance, its inability to account for various paradoxes
and anomalies, and the genesis of behavioral finance as reflected in prospect
theory and the limits to arbitrage perspective. Expected utility theory, reviewed in
Chapter 1, is an axiomatic, normative model that demonstrates how people should
behave when facing decisions involving risk. In comparing prospects, which are
simply probability distributions of final wealth levels, the basic procedure is to as-
sign a utility level to each possible wealth outcome, weight each utility value by the
associated probability, and choose the prospect with the highest expected utility.

Although expected utility theory has been very useful in modeling individual
decision-making, financial theorists required a paradigm to describe how investors
evaluated risk and determined prices in markets. Mean-variance analysis and the
CAPM, reviewed in Chapter 2, were central developments, providing for the first
time guidance on how risk should be measured and risky assets priced. At around
the same time, the notion of market efficiency became prominent. This is the view
that, because competitive markets embody all relevant information, the price of an
asset should be virtually identical to its fundamental value. The realization that in-
formation was not costless, along with the impossibility theorem of Grossman and
Stiglitz, caused this to be altered to the contention that nobody should be able to
earn excess (risk-adjusted) returns on a consistent basis.1 Importantly, market effi-
ciency is inextricably linked to asset pricing models because of the joint hypothesis
problem, the fact that tests of market efficiency also require the use of a particular
risk-adjustment mechanism.

Despite the elegance of these foundations, it was not long before holes were
found. Careful analysis of people’s actual choices revealed a number of violations
of expected utility theory. For example, while risk aversion was the norm for
many, at times risk-seeking behavior was patently obvious, people’s willingness to
buy lottery tickets being a prime example. It soon became evident that a new the-
ory of individual choice was required, one that would be grounded in actual be-
havior and research in psychology. Among alternative models that have been
proposed, Kahneman and Tversky’s prospect theory has attracted the most
attention.2 Positive rather than normative in nature, prospect theory is reviewed in
Chapter 3. For some purposes, prospect theory is supplemented with mental ac-
counting, an important thrust of which is path dependence. The key elements of
these models include evaluating outcomes relative to a reference point (such as the
status quo), a strong aversion to losses, and context-dependent risk attitudes.
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Modern finance also came under siege as it became clear that CAPM and mar-
ket efficiency were often at odds with empirical evidence using naturally occurring
data. Chapter 4 begins by reviewing several anomalies, which are defined as find-
ings inconsistent with the simultaneous validity of both the CAPM and efficiency.
Theoretical developments also played a role. While in the past people were inclined
to argue that profit opportunities could always be easily “arbitraged away” in
competitive markets, some began to question whether arbitrage was as simple and
risk free as the textbooks seemed to suggest. This school of thought argued that
there were significant limits to arbitrage. These limits were driven by such factors
as noise-trader risk (the possibility that wrong prices might get worse in the short
run); fundamental risk (which exists when substitute securities do not exist); and
significant implementation costs (trading costs and the potential unavailability of
the security that must be short-sold).

Behavioral finance more than other branches of finance is interdisciplinary. It
borrows heavily from the academic literature in accounting, economics, statistics,
psychology, and sociology. The psychology literature is particularly useful in re-
vealing how people make decisions and where biases may reveal themselves. In
Part II, we provide the necessary foundations from psychology. The taxonomy we
adopt slots potential psychologically based behaviors into three silos: cognitive lim-
itations and heuristics, overconfidence, and emotion. We begin, in Chapter 5, by
noting that modern economic and financial models often seem to be predicated on
the existence of an emotionless decision-maker possessing virtually unlimited cere-
bral RAM. Such a decision-maker considers all relevant information, arriving at
the optimal choice in a process known as constrained optimization. And yet a
host of cognitive limitations are evident, including faulty and selective perception
and memory, inattention, and frame influence. Complicated problems must be sim-
plified, and heuristics, or rules-of-thumb, are designed for this purpose. Evolution-
ary survival pressures have led to the crafting of a host of such procedures. While
they usually lead to judicious actions, at times man’s “toolkit” may be faulty. This
is particularly so when decisions must be made in a complex modern environment,
when many of the procedures were first developed to find and ensure food and
shelter. We look at various classes of heuristics, including those impacting prefer-
ence primarily via comfort-seeking and those designed to estimate probability.
While there is abundant evidence of error, some, especially those espousing the
“fast and frugal” heuristics view, have argued that heuristics perform much better
than they are often given credit for.

Next, in Chapter 6, we recognize people’s tendency toward overconfidence.
Overconfident people overestimate their knowledge, abilities, and the precision of
their information, or are overly sanguine of the future and their ability to control
it. Overconfidence takes on such forms as miscalibration (the tendency to believe
that your knowledge is more precise than it really is), the better-than-average
effect, illusion of control (an unfounded belief that you can influence matters),
and excessive optimism. Overconfidence can encourage action when caution is
warranted.

Finally, in Chapter 7, we consider what emotions are and how they impact
decision-making. A lot of money, not to mention careers, is at stake when financial
decisions are made, and high stakes can only raise the emotional thermometer.
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There is certainly a presumption on the part of the media that emotions influence
markets, which of course implies that they first impact individual decisions. While
it is true that rampant emotion can be a bad thing, a balanced emotional state (as
opposed to an emotionless state) can actually foster judicious decision-making.

Armed with this psychological background, Part III turns to an examination of
how psychology impacts financial decision-making at the level of the individual.
For the time being, our gaze is fixed on investors and related capital market practi-
tioners rather than the managers of corporations. We begin, in Chapter 8, by in-
vestigating the extent to which the faulty use of heuristics leads to suboptimal
financial decision-making. For example, the representativeness heuristic can per-
suade people that good companies are good investments, and companies with
good recent stock market performance are good buys. Familiarity can lead to ex-
cessive domestic and local investment. The availability bias pushes people into con-
centrating investments in securities where information is freely available.
Anchoring causes individuals to be excessively anchored to available cues, instead
of relying on their own opinion or expertise.

In Chapter 9, we explore the extent to which overconfidence can lead to sub-
optimal behavior on the part of investors and capital market participants. The ten-
dency to believe that one’s analysis is more accurate than is actually so appears to
cause investors to trade too much. Other documented problems linked to overcon-
fidence are underdiversification and taking on too much risk.

The final chapter of this section, Chapter 10, examines how emotion impacts
financial decisions. The evidence appears strongest for the break even effect, the
house money effect, and the disposition effect. It is notable that these observed be-
haviors have competing explanations based on prospect theory. What they have in
common is that they are all in some sense based on path dependence. In the first
two cases, results worse than or better than expectations may lead to an increase
in risk taking: in the first case, because people, who hate to lose, want to get back
to square one; and, in the second case, because people, after a windfall, know they
can take on a high amount of risk without flirting with a loss. As for the disposi-
tion effect, a losing investment may be held too long because people fear the regret
that would result if their poor investment is sold off.

In Part IV, we turn to an examination of how social forces impact the choices
people make. This is an important issue in behavioral finance because investors, fi-
nancial practitioners, and managers do not make decisions in isolation. We begin
in Chapter 11 with evidence that social forces matter for people in distinct cultures
around the world and in the business realm. While conventional theory postulates
that man is a rational, self-interested decision-maker, the evidence suggests that hu-
man beings sometimes choose actions that are not in their material self-interest,
and that social interests influence how people make decisions, including what we
call other-regarding preferences, such as fairness and reciprocity. To illustrate their
importance, we show how social forces can impact competition in markets and
contract design.

Next, in Chapter 12, to illustrate the importance of social forces, we show that
such forces contributed to the fall of a large American corporation, Enron. Of par-
ticular focus are two important sets of participants: the corporate board and pro-
fessional financial analysts. The corporate board is charged with providing
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internal governance to the firm, but how do social forces impact its effectiveness?
Financial analysts are important information intermediaries for investors and man-
agers, but can their opinions be shaped by the social group?

In Part V, we consider what behavioral finance can tell us about observed
market outcomes. Following up on Chapters 2 and 4, where we noted that the first
tests of market efficiency were largely supportive, while later tests produced evi-
dence that was often at odds with the this theory, we return, in Chapter 13, to a
discussion of these anomalies, but now the focus is on describing potential behav-
iorally based explanations for them. Two anomalies in particular, the value advan-
tage and momentum, are most troubling, and for this reason receive special
attention.

Chapter 14 addresses some central stock market puzzles. Over the last number
of years, researchers have begun to question whether observed stock market valua-
tion levels and price volatility are consistent with the predictions of theory. Of par-
ticular note is that in the 1990s the entire U.S. market seems to have deviated far
from valuations based on economic fundamentals. In addition to considering the
basis for market valuations, we review evidence regarding the level of stock market
volatility. Additionally, the equity premium puzzle, the historical tendency for equi-
ties to outperform fixed-income investment by more than their differential risk
would seem to require, is also addressed in this chapter.

Part VI describes how psychological biases have the potential to impact the be-
havior of managers. How we think about the outcomes depends on whether the
behavior of markets or managers is the source of bias. Both the abilities of rational
managers to take actions when markets are believed to reflect irrationality and the
possibility that managers are themselves the source of bias are addressed. Chapter
15 argues that there is evidence that rational managers at times take advantage of
the valuation mistakes made by irrational investors. We begin with a heuristic
model, which shows that rational managers in a world with irrational investors
have conflicts between short-run and long-run goals. These conflicts can lead to
choices that maximize price rather than value. We also describe examples of cater-
ing to investors, including changing the company name to something more appeal-
ing to investors and responding to dividend payout preferences. Empirical evidence
consistent with these tendencies is presented.

Chapter 16 focuses on the potential for suboptimal financial decisions by corpo-
rate decision-makers and entrepreneurs. We first consider possible mistakes in the
capital budgeting process caused by cognitive and emotional forces. Overconfidence
may also impact managerial decisions deleteriously. In this regard, we address over-
investment, investment sensitivity to cash flows, mergers and acquisitions, and start-
ups. Finally, we consider whether managerial overconfidence can sometimes play a
positive role.

In Part VII we turn to retirement, pensions, education, debiasing, and client
management. This is a key area where the lessons of behavioral finance are in-
creasingly being put to good use. In Chapter 17, the focus is on retirement and
pensions. Around the world, as firms have moved from defined benefit to defined
contribution pension plans, affected workers have been forced to deal with the
challenge of trying to optimally manage retirement savings. Unfortunately, such
individuals are often susceptible to self-control problems, procrastination, and
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confusion regarding asset allocation. Nevertheless, there is evidence that innova-
tion in pension design can lead to better outcomes.

In Chapter 18, we look at various debiasing strategies that can improve finan-
cial decision-making. It is possible that a significant payoff can be obtained from a
careful financial education program. We argue that education can be enhanced
with knowledge of the psychological mindset of the investor. Finally, we provide
insight for wealth managers whose clients may be subject to bias and emotion.

The book closes with Part VIII, which is designed to be of most use to inves-
tors and traders. Behavioral investing, the topic of Chapter 19, is the attempt to
enhance portfolio performance by applying lessons learned from behavioral finance
research. Given that empirical regularities such as momentum and the value advan-
tage appear robust, improving portfolio performance by tilting toward stocks em-
bodying these attributes seems to be called for. Nevertheless, matters are seldom
as simple as one might initially believe. Complications and opportunities include
anomaly attenuation, style peer groups, style investing, and various refinements to
simplistic anomaly capture. We close this chapter by considering whether objective
evidence exists that behavioral investing can lead to desirable results.

The final chapter of the book, Chapter 20, focuses on what it takes to be a
highly skilled professional trader. By looking at how the brain reacts during
various activities, scientists learn how the brain functions and solves problems.
Neurofinance researchers use neurotechnology to examine how the brain behaves
while a person is making financial decisions. Potential insights include information
regarding which kinds of responses are controlled and which are automatic. It
takes many hours of training for any professional to become skilled. In addition
to practice, we consider the knowledge that traders can take from behavioral fi-
nance research to generate better performance.

APPROACH AND METHODOLOGY OF BEHAVIORAL FINANCE

In any science, advancements are made through the interplay of theory and em-
pirics. Observation suggests appropriate theory, and models are tested using data.
When the data are inconsistent with theory, new models are formulated. The com-
munication between theory and evidence is the ebb and flow of science, and aca-
demic finance works in the same way. As you will see as you progress through
this book, behavioral finance is rather eclectic in the tools used for observation.
The data may be naturally occurring, generated from controlled experiments in
the lab, or obtained through surveys. Experimental finance and economics use the
laboratory method to test the validity of existing theories and examine the impact
of new mechanisms. In the tradition of psychology, surveys are often conducted by
researchers in behavioral finance.

Some conventional finance researchers are skeptical of behavioral finance as
they see it as proposing a new theory to fit every new finding.3 Of course, if a par-
simonious model could predict human behavior, things certainly would be less
complicated. But, how many of us really believe that all human actions can be
summarized in a simple way? At the same time, we believe it is important to pos-
sess skepticism. We hope to present a full treatment of the evidence and let you,
the reader, decide.
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How does behavioral finance contribute to our knowledge of finance? In our
view, behavioral finance does not replace modern finance. Instead, it is an impor-
tant complement. The tools of modern finance remain extremely useful for corpo-
rate managers, investors, and others who make financial decisions. Yet, the ebb
and flow of science operates here as well. When results are uncovered that are
inconsistent with conventional wisdom, new theory is posited, often building on
the existing knowledge. At some point in the future, the “new conventional the-
ory” will be shaped by behavioral findings. In this sense, we look forward to
future developments in behavioral finance.

ENDNOTES

1 Grossman, S. J., and J. E. Stiglitz, 1980, “On
the impossibility of informationally efficient
markets,” American Economic Review 70(3),
393–408.

2 Kahneman, D., and A. Tversky, 1979, “Pro-
spect theory: An analysis of decision under
risk,” Econometrica 47(2), 263–291.

3 Fama, E. F., 1998, “Market efficiency, long-
term returns and behavioral finance,” Journal
of Financial Economics 49, 283–306.
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CHAPTER

±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±
1FOUNDATIONS OF

FINANCE I: EXPECTED
UTILITY THEORY

1.1 INTRODUCTION

The behavior of individuals, practitioners, markets, and managers is sometimes
characterized as “irrational,” but what exactly does that mean? To answer this
question, we must take several steps back and fully understand the foundations of
modern finance, which are based on rational decision-making. The first two chap-
ters of the book are designed to accomplish this goal, with the first presenting the
standard theory of how individuals make decisions when confronted with
uncertainty.

As background, we first consider what standard (or neoclassical) economics ar-
gues about rational behavior when economic decisions are made and there is no
uncertainty about the future. In the next section, it is argued that individuals
should maximize utility (or happiness) based on their preferences, the constraints
they face, and the information at their disposal. In Section 1.3, we note that deci-
sions become complicated when there is uncertainty. An extension of utility theory
has been developed for this purpose and is known as expected utility maximiza-
tion. The basic procedure is to ascertain the utility level generated by varying levels
of wealth, and then, when choosing among prospects, which are defined to be
probability distributions of different wealth levels, to calculate the expected level
of utility of each of these prospects. Finally, the decision-maker chooses the pros-
pect with the highest expected utility. In the following section, we discuss the role
of risk attitude. Specifically, since people prefer to avoid risk, it is necessary to
compensate them for assuming it, and the degree to which they must be compen-
sated depends on their risk aversion. Despite the elegance of expected utility, there
are a number of occasions when many people act contrary to it. The best-known
instance is the Allais paradox presented in Section 1.5. The final two sections of
the chapter look ahead to the importance of how a problem is presented, that is,
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the decision frame, and to prospect theory, the principal alternative to expected
utility maximization, which will be the major focus of Chapter 3.

1.2 NEOCLASSICAL ECONOMICS

Traditional finance models have a basis in economics, and neoclassical economics
is the dominant paradigm. In this representation, individuals and firms are self-
interested agents who attempt to optimize to the best of their ability in the face of
constraints on resources. The value (or price) of an asset is determined in a market,
subject to the influences of supply and demand.1 In this chapter, we focus on indi-
vidual decision-making, leaving markets to the following chapter.

Neoclassical economics makes some fundamental assumptions about people:2

1. People have rational preferences across possible outcomes or states of nature.
2. People maximize utility and firms maximize profits.3

3. People make independent decisions based on all relevant information.

These assumptions seem quite reasonable upon first consideration, but let’s be sure
we really understand what they mean.

RATIONAL PREFERENCES

What does it mean for individuals to have rational preferences? Certain conditions
are commonly imposed on preferences. We will introduce some notation to under-
stand these conditions. Suppose a person is confronted with the choice between
two outcomes, x and y. The symbol ≻ means that one choice is strictly preferred
to another, so that the relation x ≻ y means that x is always the preferred choice
when x and y are offered to some individual. The symbol * indicates indifference,
so that x * y indicates that the person values the two outcomes the same. Finally,
the symbol ≽ indicates weak preference, so that x ≽ y means that the person pre-
fers x or is indifferent between x and y.

An important assumption is that people’s preferences are complete. This means
that a person can compare all possible choices and assess preference or indiffer-
ence. Thus, for any pair of choices, x ≽ y or y ≽ x or both, which would mean
that x * y. This assumption does not seem to cause too many problems. Surely
most people know what they like and what they do not like.

A second assumption, transitivity, does not seem to be too strong an assump-
tion for most people. Suppose now that a person is confronted with a choice
among three outcomes: x, y, and z. According to transitivity, if x ≻ y and y ≻ z,
then x ≻ z. If I prefer vanilla ice cream to chocolate, and chocolate to strawberry,
I should also prefer vanilla to strawberry. If transitivity does not hold, we cannot
determine an optimal or best choice. So, rational choices are transitive.

UTILITY MAXIMIZATION

Utility theory is used to describe preferences. With a utility function, denoted as
u(•), we assign numbers to possible outcomes so that preferred choices receive
higher numbers. We can think of utility as the satisfaction received from a
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particular outcome. Normally an outcome is characterized by a “bundle” of goods.
For example, someone might have to choose between two loaves of bread plus one
bottle of water and one loaf of bread plus two bottles of water. If this individual
reveals a preference for the former, we would say that:

1.1 u(2 bread, 1 water) > u(1 bread, 2 water)

Notice that we have not specified any numerical values for u(•). This is because,
while the ordering of outcomes by a utility function is important, the actual num-
ber assigned is immaterial. The utility function is ordinal (i.e., order-preserving)
but not cardinal (which would mean the exact utility value matters). To arrive at
her optimal choice, an individual considers all possible bundles of goods that sat-
isfy her budget constraint (based on wealth or income), and then chooses the bun-
dle that maximizes her utility.4

If there is a single good of interest, then ranking under certainty is trivial. This
stems from the principle of non-satiation, which simply means the more the better.
As an example of a single good, utility functions are often defined in relation to
wealth. Though mathematically a utility function can be specified in different
ways, we will use the example of a logarithmic function. In this case, the utility de-
rived from wealth level w is u(w) = ln(w). Consider Table 1.1. In the table, wealth
is defined in $10,000s, so that a wealth level of “1” translates to $10,000, a wealth
level of 10 translates to $100,000, and so on.

Figure 1.1 graphs this utility function. Notice that the slope gets flatter as
wealth increases. For a person with this utility function, added wealth at low in-
come levels increases utility more than added wealth at high income levels. We
will return to this pattern later in the chapter.

TABLE 1.1 LOGARITHMIC UTILITY OF WEALTH

Wealth (in $10,000s) u(w) = ln(w)

1 0

2 0.6931

5 1.6094

7 1.9459

10 2.3026

20 2.9957

30 3.4012

50 3.9120

100 4.6052
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RELEVANT INFORMATION

Neoclassical economics assumes that people maximize their utility using full infor-
mation of the choice set. Of course, economists recognize that information is rarely
free. Not only are there costs associated with acquiring information, but there are
also costs of assimilating and understanding information that is already at hand.
Students who spend many hours working toward success in a challenging course
are keenly aware that information is not free. In the following chapter, we will re-
turn to this topic and consider how to define what information is “relevant” when
making financial decisions.

1.3 EXPECTED UTILITY THEORY

So far in this chapter, we have dodged the issue of uncertainty. In the real world,
there is not much that we can count on with certainty. In financial decision-
making, there is clearly a great deal of uncertainty about outcomes.

Expected utility theory was developed by John von Neumann and Oskar Mor-
genstern in an attempt to define rational behavior when people face uncertainty.5

This theory contends that individuals should act in a particular way when con-
fronted with decision-making under uncertainty. In this sense, the theory is “nor-
mative,” which means that it describes how people should rationally behave. This
is in contrast to a “positive” theory, which characterizes how people actually
behave.

Expected utility theory is really set up to deal with risk, not uncertainty. A
risky situation is one in which you know what the outcomes could be and can
assign a probability to each outcome. Uncertainty is when you cannot assign

FIGURE 1.1 Logarithmic Utility Function
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probabilities or even come up with a list of possible outcomes. Frank Knight
clarified the difference between risk and uncertainty:6

But Uncertainty must be taken in a sense radically distinct from the familiar
notion of Risk, from which it has never been properly separated. The term
“risk,” as loosely used in everyday speech and in economic discussion, really
covers two things which, functionally at least, in their causal relations to the
phenomena of economic organization, are categorically different…. The essen-
tial fact is that ‘risk’ means in some cases a quantity susceptible of measure-
ment, while at other times it is something distinctly not of this character; and
there are far-reaching and crucial differences in the bearings of the phenomena
depending on which of the two is really present and operating…. It will ap-
pear that a measurable uncertainty, or “risk” proper, as we shall use the term,
is so far different from an unmeasurable one that it is not in effect an uncer-
tainty at all.

Risk is measurable using probability, but uncertainty is not. Whereas, conforming
to common practice, we began by saying that we were going to address decision-
making under uncertainty, the truth is that we will almost always focus on
decision-making under risk.

For almost all purposes, when considering decision-making under risk, it is suf-
ficient to think in terms of just wealth. Let’s suppose, for simplicity, that there are
only two states of the world: low wealth and high wealth. When it is low, your
wealth is $50,000, and when it is high, your wealth is $1,000,000. And further as-
sume that you can assign probabilities to each of these outcomes. You are fairly
optimistic about your future, so you assign a probability of 40% to low wealth
and 60% to high wealth. Formally, a prospect is a series of wealth outcomes, each
of which is associated with a probability.7 If we call the latter prospect P1, we can
represent this situation using the following convenient format:

1.2 P1(0.40, $50,000, $1,000,000)

Note that with two outcomes the first number is the probability of the first out-
come, and the next two numbers are the two outcomes. If only one dollar figure is
given, as in P(.3, $100), the assumption is that the second outcome is “0.”

It can be shown that if one makes the assumptions previously discussed along
with several others that most people consider to be reasonable, a procedure allow-
ing us to make appropriate choices under risk results. In a nutshell, this procedure
involves calculating the probability-weighted expected value of the different possi-
ble utility levels (that is, the expected utility). The Appendix to this chapter outlines
a set of assumptions that allow us to rank outcomes based on expected utility max-
imization. In addition, a proof is sketched out, and certain characteristics of utility
functions are described.

Let us use the notation U(P) for the expected utility of a prospect. For P1, the
expected utility, or U(P1), is:

1.3 U(P1) = 0.40u(50,000) + 0.60u(1,000,000)
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With the logarithmic utility function previously presented, the expected utility of
this prospect (using Table 1.1) is:

1.4 U(P1) = 0.40(1.6094) + 0.60(4.6052) = 3.4069

Expected utility can be used to rank risky alternatives because it is order-preserving
(i.e., ordinal). It can be shown that for a given individual it is also cardinal, in the
sense that it is unique up to a positive linear transformation. This feature will come
in handy in Chapter 3 for several demonstrations.

If one prospect is preferred to another, its expected utility will be higher. Let us
consider another prospect:

1.5 P2(.50, $100,000, $1,000,000)

P2 is superior to P1 in that the low-wealth outcome is now higher ($100,000 vs.
$50,000). On the other hand, it is inferior because the probability of the high-
wealth outcome is now lower (.50 vs. .60). So it is not obvious which prospect
would be preferred. Once again we take the expected utility of the prospect:

1.6 U(P2) = 0.50(2.3026) + 0.50(4.6052) = 3.4539

Therefore, if someone has logarithmic utility, then they would prefer P2 to P1. Of
course we could specify another functional form for utility such that P1 is preferred
to P2.

1.4 RISK ATTITUDE

There is abundant evidence that most people avoid risk in most circumstances. Peo-
ple are, however, willing to assume risk if they are compensated for it. For exam-
ple, when choosing between two stocks with the same expected return, if you are
like most people, you would invest in the one with the lower risk. If you are going
to take on a riskier investment, you will demand a higher return to compensate for
the risk. In the following chapter, we will talk more about the trade-off between
risk and return. Now we want to focus on what we mean by risk attitude.

The utility function is useful in defining risk preferences. Returning to P1, the
expected value of wealth is:

1.7 E(w) = 0.40($50,000) + 0.60($1,000,000) = $620,000 = E(P1)

Note that the expected value of wealth is synonymous with the expected value of
the prospect. The utility of this expected value of wealth is:

1.8 u(E(w)) = ln(62) = 4.1271
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On the other hand, as we saw before, the expected utility is 3.4069, so u(E(w)) > U(P1).
This means that a person, whose preferences can be described by a logarithmic
utility function, prefers the expected value of a prospect to the prospect itself. In
other words, if you have a logarithmic utility function, you would rather have
wealth of $620,000 than a prospect in which you have a 40% chance of wealth
of $50,000 and a 60% chance of wealth of $1,000,000. A person of this type dis-
likes risk, and we say this person is risk averse.

Figure 1.2 illustrates the situation. In the figure, we see that the utility of the
expected wealth (u(E(w)) = u(62) = 4.1271) is greater than the expected utility of
the prospect (U(P1) = 3.4069). Someone who is risk averse has a concave utility
function, which means that:

1.9 u(E(P)) > U(P)

Such a person’s preferences imply that the utility of the expected value of a pros-
pect is greater than the expected utility of the prospect. This person would rather
have the expected value of the prospect with certainty than actually take a gamble
on the uncertain outcome. For our example, a risk-averse person would rather have
wealth of $620,000 with certainty as compared to a prospect with a 40% chance
of wealth of $50,000 and a 60% chance of wealth of $1,000,000.

A risk-averse person is willing to sacrifice for certainty. The certainty equiva-
lent is defined as that wealth level that leads the decision-maker to be indifferent
between a particular prospect and a certain wealth level. In the case of P1 and log-
arithmic utility, the certainty equivalent is $301,700. This is because, as Figure 1.2
shows, wealth of 30.17 (in $10,000s) leads to a utility level equal to the expected

FIGURE 1.2 Utility Function for a Risk-averse Individual
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utility of the prospect. The utility of the certainty equivalent is equal to the ex-
pected utility of the prospect or:

1.10 u(30.17) = u(w) = U(P1) = 0.40(1.6094) + 0.60(4.6052) = 3.4069

You would give up $318,300 in expected value in order to exchange the prospect
for certainty.

We often assume that people are risk averse, but some people actually seem to
prefer, at least at times, to take on risk. Such a person is called a risk seeker and
has a convex utility function, as in:

1.11 u(E(P)) < U(P)

For such an individual, the utility of the expected value of a prospect is less than the
expected utility of the prospect. This person would rather gamble on the uncertain
outcome than take the expected value of the prospect with certainty. Figure 1.3
shows the relationship between the utility of expected wealth and the expected utility
of wealth for a risk seeker. For a risk seeker, the certainty equivalent level of wealth is
greater than the expected value. Returning to our previous example, a risk seeker
would rather have a prospect with a 40% chance of wealth of $50,000 and a 60%
chance of wealth of $1,000,000 versus wealth of $620,000 with certainty.

Finally, people who are risk neutral lie between risk averters and risk seekers.
These people only care about expected values and risk does not matter at all. For
someone who is risk neutral we have:

1.12 u(E(P)) = U(P)

FIGURE 1.3 Utility Function for a Risk Seeker
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Thus the utility of the expected value of a prospect is equal to the expected utility
of the prospect, as illustrated in Figure 1.4. Again, returning to our previous exam-
ple, a risk-neutral individual would be indifferent between a prospect with a 40%
chance of wealth of $50,000 and a 60% chance of wealth of $1,000,000 and
wealth of $620,000 with certainty. For a risk-neutral person, the certainty equiva-
lent level of wealth is equal to the expected value of the prospect.

1.5 ALLAIS PARADOX

Throughout this book we will consider a number of observed behaviors that ap-
pear to be contrary to predictions generated by conventional finance models. Now
we will look at one persistently documented contradiction of expected utility the-
ory, the so-called Allais paradox.8 Alternative approaches to decision-making un-
der uncertainty have been developed because researchers have detected this and
other departures from expected utility theory. The most famous is the prospect the-
ory of Daniel Kahneman and Amos Tversky, which will be the major focus of
Chapter 3.9

Consider the prospect choices in Table 1.2. In the case of Question 1, people can
choose between A and A*, while in the case of Question 2, people can choose be-
tween B and B*. Questions 1 and 2 have been presented to many people. Take a mo-
ment now and answer each question. For Question 1, would you prefer Prospect A or
Prospect A*? For Question 2, would you prefer Prospect B or Prospect B*?

Are you like many people? A large number of people choose A over A* and B*
over B. We now show that this violates expected utility theory. If expected

FIGURE 1.4 Utility Function for a Risk-neutral Individual
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utility theory can be used to rank outcomes, a preference for A over A*, that is,
U(A) > U(A*), implies:

1.13 U(A) = u($1,000,000) > .89u($1,000,000) + .1u($5,000,000) = U(A*)

Simplifying, we have:

1.14 .11u($1,000,000) > .1u($5,000,000)

Again, if expected utility theory holds, a preference for B* over B, that is, U(B*) > U(B),
implies:

1.15 .1u($5,000,000) > .11u($1,000,000)

Since .11u($1,000,000) > .1u($5,000,000) and .1u($5,000,000) > .11u($1,000,000)
cannot both hold, such choices are clearly contradictory.

John Conlisk carefully investigated the robustness of the Allais paradox.10 He
gave several variations of the questions in Table 1.2 to the student participants in
his research study. He found that when the questions were presented in a form
that better allowed the students to see how the choice between A and B is similar
to the choice between A* and B*, violations of expected utility declined signifi-
cantly. As an example, refer to Table 1.3. This table presents the same questions
as Table 1.2, but the format is changed to illustrate the problem. Would you still
make the same choices you made when you first considered Table 1.2? For Ques-
tion 1, would you now prefer Prospect A or Prospect A*? For Question 2, would
you now prefer Prospect B or Prospect B*?

For Question 1, both prospects offer an 89% chance to win $1,000,000, so
this does not provide a basis for preference of A or A*. For Question 2, both

TABLE 1.2 PROSPECT CHOICES

Question 1
Prospect A Prospect A*

$1,000,000 100% 0 1%

$1,000,000 89%

$5,000,000 10%

Question 2
Prospect B Prospect B*

0 89% 0 90%

$1,000,000 11% $5,000,000 10%
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prospects offer an 89% chance of “0,” which again should provide no basis for
choice because it is identical for both prospects. Notice that after removing com-
monalities, now the choices between prospects A and A* or B and B* are exactly
the same. Thus, people should choose A and B or A* and B*. Without such aids,
many people do not seem to understand the structure of the decision and choose
A and B*.

The Allais paradox is not the only documented violation of expected utility
theory. Sometimes researchers demonstrate that people do not make choices in ac-
cordance with certain axioms on which expected utility theory rests. For example,
failures in the ability to order outcomes on a consistent basis and lack of transitiv-
ity have been reported.11 One can also show that an axiom (Axiom 5, as described
in the Appendix) known as “context independence” is contradicted by the Allais
paradox.

To understand this contradiction, consider the following. Suppose a person is
indifferent between two prospects, A and B. If we consider another prospect, C, in-
dependence implies that this person should also be indifferent between one gamble
that combines A with C and another that combines B with C with fixed probabil-
ity. We can illustrate this idea as follows. Suppose you are looking for a new car
and you are trying to decide between a Toyota and a BMW. The latter is a better
car, but it is also more expensive. Two charities are selling lottery tickets with
identical ticket prices. The prize for the first lottery is the BMW, and the prize for
the second lottery is the Toyota. Now assume you believe you have a better chance
of winning the Toyota, so that you are actually indifferent between these two lot-
teries. Suppose now you consider a third lottery with a prize of a new television.
The consolation prize is a ticket for one of the car lotteries. Since you were indif-
ferent between the two car lotteries, you should also be indifferent between the
BMW lottery plus the television lottery and the Toyota lottery plus the television
lottery.

TABLE 1.3 RECONSIDERING THE PROSPECT CHOICES

Question 1
Prospect A Prospect A*

$1,000,000 89% $1,000,000 89%

$1,000,000 11% 0 1%

$5,000,000 10%

Question 2
Prospect B Prospect B*

0 89% 0 89%

$1,000,000 11% 0 1%

$5,000,000 10%
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1.6 FRAMING

Decision problems can be presented in many different ways, and some evidence
suggests that people’s decisions are not the same across various presentations. If I
ask you if you’d rather have a glass that is half empty or a glass that is half full,
virtually everyone would see through this transparent difference in decision frames
and say that it doesn’t matter. A decision frame is defined to be a decision-maker’s
view of the problem and possible outcomes. A frame is affected by the presentation
mode and the individual’s perception of the question, as well as personal character-
istics. Sometimes frames are opaque, which means that they are trickier to see
through. For this reason, when we present a choice problem to a person, a change
in frame can lead to a change in decision, as we saw with the choices in Tables 1.2
and 1.3. This is a violation of expected utility theory, which rests on the assump-
tion that people should have consistent choices, regardless of presentation.

Psychologists and economists have documented that the frame has significant
effects on the decisions people make, including decisions of a financial nature.12

Framing has been shown to have important implications in many areas of behav-
ioral finance, and we will return to this important concept in Chapter 3 as well as
elsewhere throughout this book.

1.7 LOOKING FORWARD

Later in this book, we will consider an important alternative model of individual
behavior called prospect theory. Although prospect theory has support particularly
among behavioralists, much of finance theory continues to rest on expected utility
theory. Despite observed behaviors that are inconsistent with the expected utility
framework, it is still very useful in modeling individual decision-making.

In addition to understanding individual behavior, we are interested in market
outcomes. As we said at the beginning of this chapter, the value or price of an asset
is determined in a market. For the analysis of financial assets, imagine trying to list
all payoffs for every state of the world as expected utility theory expects! The fol-
lowing chapter describes the traditional finance framework that uses mean and var-
iance as the choice variables.

CHAPTER HIGHLIGHTS

1. Modern finance models are based on the models of economics, and neoclas-
sical economics is the dominant paradigm.

2. The key assumptions of neoclassical economics are that individuals and firms
are self-interested and attempt to optimize to the best of their ability in the
face of constraints on resources; the value (or price) of goods and assets is
determined in markets, subject to the influences of supply and demand; and
people have rational preferences across possible outcomes or states of nature.

3. Utility functions describe preferences and assign numbers to possible out-
comes so that preferred choices receive higher numbers.

4. Expected utility theory is used to define rational behavior when people face
uncertainty.
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5. The expected utility function is useful in defining risk preferences. A risk-
averse individual prefers the expected value of a prospect to the prospect it-
self. A risk seeker would rather have the prospect than the expected value of
the prospect with certainty. A risk-neutral person derives the same utility
from a gamble and its expected value.

6. The Allais paradox is a frequently cited example of a violation of expected
utility theory.

7. How a prospect question is framed or presented sometimes impacts peoples’
choices.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Prospect and probability distribution
b. Risk and uncertainty
c. Utility function and expected utility
d. Risk aversion, risk seeking, and risk

neutrality

2. When eating out, Rory prefers spaghetti over
a hamburger. Last night, she had a choice of
spaghetti or macaroni and cheese and decided
on the spaghetti again. The night before, Rory
had a choice of spaghetti, pizza, or a ham-
burger, and this time she had pizza. Then, to-
day, she chose macaroni and cheese over a
hamburger. Does her selection today indicate
that Rory’s choices are consistent with eco-
nomic rationality? Why or why not?

3. Consider a person with the following utility
function over wealth: u(w) = ew, where e is the
exponential function (approximately equal to
2.7183) and w = wealth in hundreds of thou-
sands of dollars. Suppose that this person has
a 40% chance of wealth of $50,000 and a
60% chance of wealth of $1,000,000 as sum-
marized by P(0.40, $50,000, $1,000,000).

a. What is the expected value of wealth?
b. Construct a graph of this utility

function.
c. Is this person risk averse, risk neutral, or

a risk seeker?
d. What is this person’s certainty equiva-

lent for the prospect?

4. An individual has the following utility func-
tion: u(w) = w.5 where w = wealth.

a. Using expected utility, order the follow-
ing prospects in terms of preference,
from the most to the least preferred:

P1(.8, 1,000, 600)
P2(.7, 1,200, 600)
P3(.5, 2,000, 300)

b. What is the certainty equivalent for
prospect P2?

c. Without doing any calculations, would
the certainty equivalent for prospect P1
be larger or smaller? Why?

5. Consider two problems:

Problem 1: Choose between Prospect A and
Prospect B.

Prospect A: $2,500 with probability .33,
$2,400 with probability .66,
Zero with probability .01.

Prospect B: $2,400 with certainty.

Problem 2: Choose between Prospect C and
Prospect D.

Prospect C: $2,500 with probability .33,
Zero with probability .67.

Prospect D: $2,400 with probability .34,
Zero with probability .66.

It has been shown by Daniel Kahneman and
Amos Tversky (1979, “Prospect theory: An
analysis of decision under risk,” Econome-
trica 47(2), 263–291) that more people
choose B when presented with Problem 1,
and more people choose C when presented
with Problem 2. These choices violate ex-
pected utility theory. Why?

FOUNDATIONS OF FINANCE I: EXPECTED UTILITY THEORY 15



A P P E N D I X
CHAPTER 1

±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±
MORE ON EXPECTED UTILITY THEORY

We begin with some definitions; then present one
set of axioms (i.e., assumptions) that allow us to
derive expected utility model; next sketch out a
non-rigorous proof; and finally consider some

characteristics of the utility function. While the
following prospects have at most two possible
outcomes, all results can easily be generalized to
the case of three or more outcomes.

DEFINITIONS

n Prospect, as described in the chapter, is a
probability distribution of wealth outcomes,
and can be written as P(pr, w1, w2) where pr
is the probability of the first wealth level.

n Minimum wealth level (wL) and maximum
wealth level (wH) are those at the bottom
and at the top if we order all possible wealth
states of the world.

n Standard prospect (P0) has wH and wL as its
only possible wealth outcomes, as in P0(u, wH,
wL). Here, u, later interpreted as “utility,” is
used in place of generic pr.

n Equivalent standard prospect is a standard
prospect that, when compared with a certain
wealth level wL < w* < wH, is viewed with
indifference by the decision-maker.

n Compound prospect has at least one prospect
as an outcome. An example (having two pro-
spects as outcomes) is PC(pr, P1, P2).

n Rational equivalent prospect (PRE) is a restate-
ment of a compound prospect. In a rational

equivalent prospect, all outcomes are in terms
of wealth (not prospects).

n Standard compound prospect is a compound
prospect that has only standard prospects as
outcomes.

n Standard rational equivalent prospect is a ra-
tional equivalent prospect associated with a
standard compound prospect. Since standard
prospects have only wH and wL as wealth le-
vels, a standard rational equivalent prospect
will also have only wH and wL as wealth le-
vels, which makes it a standard prospect.

n U is defined in terms of the following:

A1.1 U = pr * u1 + (1-pr) * u2

It can be shown that U is the probability of
wH in a standard rational equivalent prospect;
where pr is the probability of the first stan-
dard prospect; u1 is the probability of wH in
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the first standard prospect; and u2 is the prob-
ability of wH in the second standard prospect.

n Expected utility is another term for U. This is
natural since, if we call u1 and u2 (probabili-

ties of wH in standard prospects) utilities, U is
an expected value of utility levels.

AXIOMS REQUIRED TO DERIVE EXPECTED UTILITY

1. AXIOM 1 (Ordering of prospects): Given any
two prospects, a decision-maker can always
say that one is preferred to the other, or that
he/she is indifferent between them. Moreover,
completeness and consistency must hold. Com-
pleteness means that all possible prospects can
be so ranked, and consistency (transitivity)
means that if A is preferred to B, and B is pre-
ferred to C, then A must be preferred to C.

2. AXIOM 2 (Preference increasing with proba-
bility): Given two standard prospects, P10 and
P20 with associated u1 and u2, we have:

A1.2 P10 ≻ P20 implies u1 > u2

A1.3 P10 * P20 implies u1 = u2

3. AXIOM 3 (Equivalent standard prospects):
Given any certain income level w* between
wL and wH, there exists one and only one
value u* such that:

A1.4 w* * P0 (u*, wH, wL)

Note that this in effect defines a function u(w)
(i.e., a utility function) which is bounded by 0
and 1, such that u(wL) = 0 and u(wH) = 1.

4. AXIOM 4 (Rational equivalence): Given a
standard compound prospect (PSC), and given
its standard rational equivalent, which is itself
a standard prospect (P0), then:

A1.5 PSC * P0

5. AXIOM 5 (Context independence): A prospect
P can always be expressed as a standard com-
pound prospect (PSC), where the wealth levels
of the former are replaced by their equivalent
standard prospects.

SKETCH OF A PROOF

n Consider a hypothetical prospect P(pr,w1,w2).
n According to Axiom 5, this prospect is equiv-

alent to a standard compound prospect. In
other words:

A1.6 P * PSC

n According to Axiom 4, a standard compound
prospect is equivalent to a standard rational
equivalent prospect, which is just a particular
standard prospect. In other words:

A1.7 PSC * P0

n So Axiom 5 and Axiom 4 together say that a
prospect can always be expressed as a stan-
dard prospect:

A1.8 P * P0

n According to Axiom 2, all standard prospects
(or, here, standard rational equivalent pro-
spects) can be completely ordered by the differ-
ent u values (here U values) that appear in them.

n Thus all prospects can be ordered.
n And the ordering is determined by U.
n And since U is the expected utility of a pros-

pect, this means that all prospects can be or-
dered by expected utility.
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CHARACTERISTICS OF UTILITY FUNCTIONS

n Axiom 2 implies that u(w) is an increasing
function. Higher wealth levels are equivalent
to standard prospects with higher probabili-
ties of wH. Or we can say that higher wealth
leads to higher utility.

n Typically it is assumed that u is twice differen-
tiable (implying continuity) and that u" < 0
(concavity). As discussed in the body of the
chapter, this comes from the observation that
most of us most of the time are risk averse.
Risk aversion implies that the certainty equiv-
alent, namely a certain wealth level such that
you are indifferent between this wealth level

and a particular prospect, is less than the ex-
pected value of wealth of the prospect.

n Utility functions are cardinal and unique for
given values of wH and wL. This is in contra-
distinction to the mere ordinality of utility un-
der certainty. (Think of a set of indifference
curves: utility values assigned to each are irrel-
evant as long as higher indifference curves
have higher utility values.)

n It can be shown that by varyingwH andwL differ-
ent (cardinal) utility functions will result. Never-
theless, all utility functions for a given individual
are unique up to a positive linear transformation.

ENDNOTES

1 In the next chapter, we will discuss whether
price (what a security trades at in a market)
and value (its true or “intrinsic” value) are
always the same.

2 E. R. Weintraub outlines the assumptions of
neoclassical economics at http://www.econ
lib.org/library/enc/NeoclassicalEconomics.
html (accessed on June 18, 2008).

3 This is for a single-period world. In a multi-
period world, people should maximize utility
in an intertemporal sense (which involves
trading off current for future satisfaction),
and firms (through the decisions of man-
agers) should maximize firm value.

4 Varian, H. R., 2005, Intermediate Micro-
economics: A Modern Approach, 7th ed. (W.
W. Norton, New York).

5 See von Neumann, J., and O. Morgenstern,
1944, Theory of Games and Economic
Behavior (Princeton University Press, Prin-
ceton, New Jersey).

6 Knight, F. H., 1921, Risk, Uncertainty, and
Profit (Houghton Mifflin Company, Bos-
ton). Reprinted 1967, quote on page 19 in
Chapter 1.

7 Sometimes the term “lottery” is used in place
of “prospect.” We will reserve the former

term for a skewed prospect, that is, a
prospect with a low probability of a very
good outcome.

8 The Allais paradox is a prospect choice
problem first proposed by Maurice Allais in
Allais, M., 1953, “L’Extension des théories
de l’équilibre économique général et du
rendement social au cas du risque,” Econo-
metrica 21(2), April, 269–290. The presen-
tation here follows Conlisk, J., 1989, “Three
variants on the Allais example,” American
Economic Review 79(3), June, 392–407.

9 See Kahneman, D., and A. Tversky, 1979,
“Prospect theory: An analysis of decision
under risk,” Econometrica 47(2), 263–291.

10 Conlisk, J., 1989, “Three variants on the
Allais example,” American Economic
Review 79(3), June, 392–407.

11 For a review of the axioms of expected
utility theory and their violations, see Fish-
burn, P. C., 1988, “Expected utility: An
anniversary and a new era,” Journal of Risk
and Uncertainty 1(3), September, 267–283.

12 See Tversky, A., and D. Kahneman, 1981,
“The framing of decisions and the psychol-
ogy of choice,” Science 211, January, 453–
458.
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2FOUNDATIONS OF

FINANCE II: ASSET
PRICING, MARKET
EFFICIENCY, AND
AGENCY RELATIONSHIPS

2.1 INTRODUCTION

In finance we study how individuals and organizations acquire and allocate re-
sources, while taking into account associated risks. Though in earlier times finan-
cial economists considered psychological influences, in more recent decades finance
has moved away from the social sciences and toward the framework adopted in
natural sciences. In the natural sciences the universe is viewed as adhering to rules
of a natural order. In this tradition, financial decision-making is usually modeled
based on assumptions about the behavior of individuals and markets.

In this chapter three central theories of modern finance are reviewed. In Section
2.2, the capital asset pricing model (CAPM) which describes how assets are priced
in markets is presented. Prior to this model, while it was clear to observers that
risky assets should be priced to earn, on average, higher returns than less risky as-
sets in compensation for the risk borne, there was no rigorous model that described
the trade-off between risk and return. The CAPM was the first to specify the nature
of risk and the extent to which it should be priced. Next, in Section 2.3, we con-
sider the efficient markets hypothesis (EMH), or, synonymously, market efficiency,
which posits that asset prices reflect information so that excess returns cannot be
earned on a consistent basis. The validity of the EMH is hotly debated by those
proponents of behavioral finance who argue that individual irrationality impacts
market outcomes. Finally, in Section 2.4, we review agency theory, which suggests
that conflicts of interest have important implications for corporate finance theory.
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2.2 THE PRICING OF RISK

In the previous chapter we reviewed expected utility theory, which says that
individuals faced with uncertainty maximize the utility expected across possible
states of the world. Of course, for a financial asset with potentially innumerable
possible future outcomes, this is not a manageable task. Fortunately, asset pricing
theory provides a way to quantify the trade-off between risk and return. Before for-
mally considering how assets should be priced, we will examine how the trade-off
between risk and return can be measured.

RISK AND RETURN FOR INDIVIDUAL ASSETS

Modern portfolio theory provides a practical framework that assumes that inves-
tors are risk averse and preferences are defined in terms of the mean and variance
of returns. This theory is based on statistics, so it is empirically based and the vari-
ables are measurable. We can think of the return on an asset as being a random
variable. In other words, the return next period is not perfectly predictable, but it
is determined by a probability distribution. One parameter characterizing this dis-
tribution is the expected value of returns, denoted as E(Ri), where E(•) denotes ex-
pectation. The expected value is a kind of distributional average. If one sampled
from this distribution a very large number of times, the average value of observa-
tions would converge to the expected value. While investors care about the likely
return, we know that they also focus on risk. You would not be indifferent be-
tween two assets that have the same expected return but very different levels of
risk.

With the same expected return, an investor would prefer the asset that has a
more certain outcome or less uncertainty about possible returns. Although there
are different ways we could measure uncertainty, for an individual asset, variance
or dispersion from the mean is the most common measure. The variance of returns,
denoted as si

2, reflects squared deviations from the mean so large deviations above
or below the mean count equally. The standard deviation of returns (si) is simply
the positive square root of the variance. Variance and standard deviation are prox-
ies for risk, and both rank securities in terms of risk identically.

When considering an asset in isolation, notice that an investor really wants to
know the expected future return and future variance in returns. These parameters
from the distribution of returns are not observable. Therefore, in finance applica-
tions and empirical research, it is common to estimate them using historical data.1

We often use a sample of data, gathered ex post, to accomplish this purpose. With
n observations of the return for asset i, the mean return is computed as

2.1 Ri = 1
n ∑

n

t=1
Ri;t

The mean return is our best estimate of the true distributional expected value of re-
turns. The sample variance of returns is:

2.2 s2i = 1
n − 1 ∑

n

t=1
ðRi;t − RiÞ2
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And the sample standard deviation of returns is:

2.3 si =
ffiffiffiffi
s2i

q

This sample variance and sample standard deviation are estimates of the true
(distributional) variance and sample standard deviation. With these measures for
mean return and risk, the investor can make risk-return trade-off comparisons, but
we will soon see that understanding risk is slightly more intricate.

RISK AND RETURN FOR PORTFOLIOS OF ASSETS

Smart investors understand that the risk of a portfolio is not simply the average
risk of the assets in the portfolio. This is because by combining assets in a port-
folio, investors can eliminate some, but not all, variability. Recall the old adage
that advises, “don’t put all your eggs in one basket.” This is the principle of diver-
sification. Finance theorists have shown it to be an important factor when setting
an investment strategy.

How do we know how much variability can be eliminated by combining two
assets in a portfolio? Consider the act of combining two assets. As long as the as-
sets’ returns do not move together in exactly the same way all the time, variability
is reduced. Statistical measures of how random variables are related are covariance
and correlation. When one variable tends to be above (below) its mean and at the
same time the other variable tends to be above (below) its mean, the covariance
and correlation are positive. If the two variables tend to move in opposite direc-
tions, the covariance and correlation are negative. The covariance of a sample in-
cluding n returns for assets i and j is:

2.4 σ̂ðRi;RjÞ = 1
n − 1

∑
n

t=1
ðRi;t − RiÞðRj;t − RjÞ

The sample correlation is the sample covariance divided by the product of the
(sample) standard deviations of returns for each asset or:

2.5 ρ̂i;j =
σ̂ðRi;RjÞ

sisj

Note that true distributional parameters (covariance and correlation) are written as
s(Ri, Rj) and ρi,j (which means we merely remove the “hats”). The correlation al-
ways lies between −1.0 and +1.0, whereas the covariance can take any positive or
negative value.

With a measure of how the returns for the two assets move together (or apart),
we can compute the portfolio mean return and variance for two-asset portfolios.
The mean return of the portfolio is simply the weighted average of the mean re-
turns of each asset, with the weights (wi) representing the percentage amount in-
vested in each asset:

2.6 Rp = wiRi + wjRj
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Of course weights must sum to 1.0 (representing 100%) because our money must
be invested somewhere. It can be shown that the sample variance of portfolio
returns is:

2.7 s2p = w2
i s

2
i + w2

j s
2
j + 2wiwj ρ̂i;jsisj

As long as the correlation is less than 1.0, the standard deviation of returns for the
portfolio will be lower than the weighted average of the standard deviations of re-
turns for the two assets. What would these expressions look like in the case of
more than two assets? For example, if we have three assets, the mean return is:

2.8 Rp = wiRi + wjRj + wkRk

And the variance is:

2.9
s2p = w2

i s
2
i + w2

j s
2
j + w2

ks
2
k + 2wiwj ρ̂i;jsisj + 2wiwk ρ̂i;ksisk

+ 2wjwk ρ̂j;ksjsk

As more assets are added to the portfolio, the expressions expand analogously, and
additional variability is eliminated through diversification—up to a limit as we now
discuss.2

THE OPTIMAL PORTFOLIO

We have reviewed how to compute the return and standard deviation of returns on
a portfolio. Now we consider what finance theory tells us about which portfolio
the investor should choose. In the preceding section, we considered sample statistics
for a set of portfolio returns (Rp ;  s2p). But when choosing optimal portfolios, it is
important to use distributions that generate returns in the future, and we must re-
member that historical sample estimates are only estimates for the true distribu-
tional parameters. Therefore we will now work in terms of true expected values
rather than sample means and true distributional variances rather than sample var-
iances (EðRpÞ; σ2p).3

For simplicity, suppose there are only two stocks and a risk-free asset in a mar-
ket. The stocks are ownership interests in High Tech Corporation and Low Tech
Corporation, and the risk-free asset can be thought of as investing in short-term
government bonds (such as U.S. Treasury bills) or depositing funds in a bank.4 In-
formation for the three investment opportunities is summarized in Table 2.1. High
Tech has the highest expected return of 15%, but also the highest variability in re-
turns with a standard deviation of 30%. Low Tech is in the middle with expected
returns of 8% and variability of 10%. The risk-free asset provides a low, but risk-
free, return (4%). The returns to High Tech and Low Tech are negatively corre-
lated. In our example, the risk-free asset’s returns are certain and uncorrelated
with the other assets’ returns.5 Note that zero variability in returns is what is meant
by a risk-free investment.

Suppose you are considering investing in a portfolio of our two stocks, High
Tech and Low Tech. Using the formulas provided in the previous section with
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distributional parameters used in place of sample estimates, we can compute the re-
turn and variability for a portfolio made up of High Tech and Low Tech. For ex-
ample, suppose you put 40% of your funds in High Tech and 60% in Low Tech.
The expected return for the portfolio is:

2.10 EðRPÞ = 0:40ð0:15Þ + 0:60ð0:08Þ = 0:108

And the variance of portfolio returns is:

2.11
σ2p = 0:4020:302 + 0:6020:102 + 2ð0:40Þð0:60Þð− 0:10Þð0:30Þð0:10Þ

= 0:0166

Taking the square root of the variance gives a standard deviation of 0.1288 (or
12.88%). Notice that the standard deviation is less than the weighted average of
the standard deviations of each stock.6 This reflects the fact that benefits from di-
versification have been achieved.

While diversification benefits are evident, we still don’t know how much of our
money we should invest in each of the two stocks. More generally, if there are
many stocks to choose from, how much should we invest in each? Here is where
the efficient frontier (or efficient set) comes in.7 We begin with Figure 2.1. In this
and the next two figures, risk is proxied by standard deviation (of portfolio re-
turns). Figure 2.1 depicts all possible risk-return combinations of High Tech and
Low Tech. The curve in the figure is constructed by varying the weights for each
asset and recalculating the expected return and standard deviation. The curvature
of this relationship stems from the correlation between the two securities: the lower
the correlation, the greater the curvature.

Investors actually have thousands of risky investment opportunities. If we con-
sider all combinations of securities (and there are clearly an infinite number of
combinations), it can be shown that a graph depicting all these combinations
would show a solid curved mass, which is sometimes compared to a “bullet.” Re-
ferring to Figure 2.2, notice that several individual investments (A-D) and several
portfolios (E-G) are shown. In the manner of Figure 2.1, if we combine individual
investments on a pairwise basis, we achieve diversification as reflected in the (inter-
ior) risk-return trade-off curves. By mixing together many assets, we can do even

TABLE 2.1 RETURNS FOR HIGH TECH AND LOW TECH

Expected Return
Standard Deviation

of Returns

High Tech (HT) 15% 30%

Low Tech (LT) 8% 10%

Risk-free Asset (RF) 4% 0%

Correlation between HT and LT −0.10

Correlation between HT and RF 0

Correlation between LT and RF 0
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better. When we have moved as far to the left as possible (as in portfolios E-G), we
have reached the “skin” of the bullet. Above and to the right of the minimum risk
point (the tip of the bullet, which is portfolio G) is that portion of the curve called
the efficient frontier.8 The efficient frontier represents that set of portfolios that
maximize expected return for a given level of risk. No investor would choose a
portfolio under the curve because this would not be optimal (i.e., there exists an-
other portfolio with the same risk, but higher return.) Thus, all rational investors
would choose a portfolio on the efficient frontier.

FIGURE 2.1 Risk vs. Expected Return for High Tech and Low Tech
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As more assets are added to the portfolio, the investor can eliminate more risk
because assets seldom move in tandem, or, synonymously, correlations are almost
always less than one for pairs of risky assets. We refer to the risk that can be elimi-
nated as diversifiable risk or nonsystematic risk. The risk that can be diversified is
specific to the asset in question. For a common stock, this would reflect firm-
specific events. The risk we cannot eliminate is called nondiversifiable risk or
systematic risk. Systematic risk is common to all risky assets in the system, so we
cannot diversify it away no matter how many stocks are added to the portfolio. If
we add the assumption that all investors have the same, or homogeneous, expecta-
tions, then all investors have the same efficient frontier.

We now know that only portfolios lying along the efficient frontier should be
considered. But, exactly which one do you want?9 You might find an investor
whose primary goal is to eliminate as much risk as possible, and he would locate
himself right on the minimum-risk point. Most of us, however, are not that risk
averse. Investors recognize the trade-off between risk and return and, depending
on their risk attitude, may be willing to take on some risk to earn a higher return.
An investor who is willing to take additional risk to generate a higher return will
pick a spot on the efficient frontier to the right of the minimum-risk portfolio.
When we introduce the risk-free asset to the mix, we see that there is just one port-
folio of risky assets that will be held by investors. Adding the risk-free asset is like
adding an exchange mechanism that allows investors to borrow or lend all they
want at the risk-free rate. With the ability to borrow and lend, we get two-fund
separation. Separation means that investors maximize utility by combining the
risk-free asset with a fund of risky assets. Because the returns for the risk-free asset
are uncorrelated with the returns of the other assets, the return and risk for a port-
folio including the risk-free asset with any other risky asset will be a linear function
of the returns and risks.10

Figure 2.3 shows the efficient frontier for all risky investment opportunities,
along with two lines representing investment in the risk-free asset in combination
with the two different portfolios of risky stocks. Consider the lower line, which

FIGURE 2.3 The Capital Market Line
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combines the risk-free security (Rf) and portfolio X located on the efficient frontier.
All points on this line can be obtained by varying the weights in Rf and X. The line
begins at a return of Rf and risk of zero, which represents 100% investment in the
risk-free asset. Moving along the line, one increases the percentage invested in X.
Points to the right of X indicate borrowing (i.e., a negative weight in Rf) along
with a more than 100% weighting in X. A little thought, however, should indicate
that there is a better risky portfolio than X. By choosing as our risky portfolio an-
other portfolio (not shown) above and to the right of X, this new line would be ev-
erywhere above the first line. In fact, this argument holds true until we reach our
second line, which is the unique tangency portfolio. While portfolios below this
line can be achieved, they are suboptimal. Notice that any point on the line to the
right of the tangency represents borrowing because more than 100% of the avail-
able funds are invested in the risky portfolio.

What exactly is the makeup of this tangency portfolio? Recall that as we add
more and more risky assets to our portfolio, we diversify away firm-specific risk.
The tangency portfolio is the market portfolio which includes all risky assets
weighted by their value because this is the most diversified portfolio possible, and
we denote it as M.11 The line joining Rf and M is called the capital market line
(CML), and represents all combinations of the risk-free asset and the market port-
folio. The CML tells the investor how much more return can be earned for taking
on additional risk.

CAPITAL ASSET PRICING MODEL

According to this framework, rational investors hold the market portfolio in com-
bination with the risk-free asset because otherwise more risk could be diversified
away. Investors will not be compensated for taking on diversifiable risk unrelated
to market movements. This is the critical insight provided by the capital asset pric-
ing model (CAPM).12 Remember that we are assuming that beliefs are identical
across individuals, which means that investors have the same efficient frontier, im-
plying that all investors hold the same portfolio of risky assets, the market
portfolio.

According to the CAPM, only risk related to market movements is priced in
the market. The variance or standard deviation of returns for an asset is not the ap-
propriate gauge of risk because it measures total risk, including both diversifiable,
firm-specific risk, and systematic, market risk. The CAPM’s measure of risk, beta
(β), takes into account an asset’s sensitivity to the market and, thus, only measures
systematic, nondiversifiable risk. It can be proved that under these conditions the
expected return for asset i is given by:

2.12 EðRiÞ = Rf + βiðEðRmÞ − Rf Þ

where E(Rm) is the expected return for the market. This relationship is depicted in
Figure 2.4. The beta for stock i is calculated as:

2.13 βi =
σðRi;RmÞ

σ2m
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In other words, beta is the covariance of stock i’s returns with the market’s returns,
divided by the variance of the market return. The beta for the market is one, because
the market moves exactly with itself. With a positive beta, the expected return on an
asset increases with increases in the market risk premium (E(Rm) − Rf). The market
risk premium (or equity premium) is the expected return on the market in excess of
the risk-free rate. Later, in Chapter 14, we will discuss whether the market risk pre-
mium has, historically speaking, been too high, and what this implies.

OPERATIONALIZING THE CAPM

Let us provide an example using U.S. data. The return for the market is often mea-
sured using a broad-based stock index, such as the New York Stock Exchange
(NYSE) Composite Index, and the risk-free rate is often proxied by the rate on
short-term U.S. Treasury bills. Table 2.2 provides some historical information for
the NYSE index and U.S. Treasury bills, as well as a few stocks selected for

FIGURE 2.4 The Security Market Line
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TABLE 2.2 RISK MEASURES FOR THE NYSE COMPOSITE STOCK INDEX AND SELECTED STOCKS

Stock Industry

Average
Return

(2002–2006)

Standard
Deviation Of

Returns Beta

NYSE Index Broad-based index of stocks 9.02% 11.92% 1.00

U.S. Treasury Bills Measure of risk-free rate 1.45% 5.02% 0

ABN Amro Holdings Foreign Bank 22.04% 29.94% 1.40

CytRx Corp. Drug 35.58% 105.03% 0.55

JDS Uniphase Electronics −24.71% 77.84% 1.45

YUM! Brands Restaurant 18.16% 21.04% 0.55
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illustrative purposes. Average returns and standard deviations of returns are com-
puted using five years of data from January 2002 through December 2006. Betas
for the four firms are taken from the Value Line Investment Survey and are also es-
timated using five years of data. For the few stocks selected, there is no clear rela-
tionship between return, standard deviation, and beta. Remember that the CAPM
is a theoretical relationship regarding the trade-off between risk and expected fu-
ture return and predicts higher returns with higher betas. In Table 2.2, we have a
firm with a low beta and high average return (CytRx Corp.) and another with a
high beta and low average return (JDS Uniphase). This, in fact, is the opposite of
what the CAPM predicts, but given randomness (remember the CAPM is in terms
of expectations) and the fact that our sample is short, this is not overly alarming
(and certainly is not sufficient evidence to call the model into question).

The first tests of the CAPM generally indicated that the model was a success.
Expected returns seemed to be positively correlated with beta, and beta appeared
to do a good job explaining how returns varied across firms.13 Researchers, how-
ever, began to find evidence that beta, alone, could not satisfactorily explain re-
turns. Perhaps most significantly, researchers found that other factors, in addition
to the excess return on the market, were helpful in explaining variation in expected
returns across stocks.14 In future chapters, we will delve more deeply into the evi-
dence that led behavioral researchers to explore psychology research and consider
alternative pricing models. Some concern surrounds assumptions of the CAPM, a
key one being that investors all have the same expectations about asset returns. In
the following section, we will consider the efficient markets hypothesis and its pre-
dictions about behavior.

2.3 MARKET EFFICIENCY

Capital markets are crucial to the development and functioning of an economy be-
cause they perform a critical service. It is through efficient and well-performing
capital markets that resources are allocated to their best use. Ideally, markets trans-
fer funds from savers to borrowers with good investment opportunities. Borrowers
may have opportunities that provide good returns based on their level of risk, but
insufficient capital to proceed with such investment. With efficient capital markets,
lenders are better off because they earn a higher risk-adjusted return, and bor-
rowers are better off because they do not have to forgo profitable opportunities.
Of course, well-documented “mistakes” do occur, such as the Internet bubble of
the late 1990s and the recent subprime financial crisis. It is always a matter of de-
bate (ex post) whether those supplying capital were wise to do so at the time—
given what they knew at the time.

EFFICIENCY AND INFORMATION

Eugene Fama has provided a careful description of an efficient market that has had
a lasting influence on practitioners and academics in finance.15 According to Fama:

The primary role of the capital market is allocation of ownership of the econ-
omy’s capital stock. In general terms, the idea is a market in which prices
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provide accurate signals for resource allocation: that is, a market in which
firms can make production-investment decisions, and investors can choose
among the securities that represent ownership of firms’ activities under the as-
sumption that security prices at any time “fully reflect” all available informa-
tion. A market in which prices always “fully reflect” available information is
called “efficient.”

Because prices always accurately reflect information, they are good signals of value
and encourage the best allocation of capital. If a market is efficient, information is
fully and instantaneously reflected in prices.

Notice that the definition of an efficient market relies critically on information.
Fama defined three versions of market efficiency to clarify what is intended by “all
available information.” In the weak form, prices reflect all the information con-
tained in historical returns. In the semi-strong form, prices reflect all publicly avail-
able information, including past earnings and earnings forecasts, everything in the
publicly released financial statements (past and most recent), everything relevant
appearing in the business press, and anything else considered relevant. In the strong
form, prices even reflect information that is not publicly available, such as insiders’
information.

Notice that if prices always reflect all information, we must be assuming that
the cost of information acquisition and generation is zero. Of course, we all know
this is not reasonable. Thus, a better working definition of the EMH is that prices
reflect all information such that the marginal benefit of acting on the information
does not exceed the marginal cost of acquiring the information. In other words,
no investor can consistently generate excess returns.16

In this context, it is important to note that excess means after all costs have
been considered. Other than obvious trading costs, we must take into account the
cost of acquiring information or undertaking analysis (or paying someone to do so
on your behalf). For example, if a particular mutual fund is able to on average beat
the market by 1.5% (on a gross basis), but charges a 1.5% management expense
ratio (MER) to investors, which means that investors would only match the mar-
ket’s return, this is not evidence against the EMH. Further complicating the mean-
ing of excess is the requirement to “risk-adjust,” an issue which we discuss later in
the context of the joint hypothesis problem.

WHAT DOES MARKET EFFICIENCY IMPLY?

In accounting, finance, and economics, an efficient market is often taken to imply
that an asset’s price equals its expected fundamental value.17 For example, accord-
ing to the present value model of stock prices, a stock’s price equals the present
value of expected future dividends.18 Price is thus simply expressed as:

2.14 pt =
X∞

i = 1

Etðdt + iÞ
ð1 + δÞi

where pt is the stock price today at time t, Et(dt+i) is the expected value of the fu-
ture dividend at time t+i using information available today, and δ is the discount
rate, which reflects the stock’s risk. Some of the evidence against the efficient
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markets hypothesis discussed later in the book is based on violations of this rela-
tionship. Tests of the present value model must specify the information available
to traders in forming their expectations of future dividends. The present value
model of stock prices says that in an efficient market a stock’s price is based on
reasonable expectations of its fundamental value.

For most people information means knowledge, but in finance when we say
“information” we mean items that are truly unanticipated.19 If it is announced
that the unemployment rate has risen to 6% and most people already expected the
unemployment rate to be 6%, this is not considered to be true information. Be-
cause information arrival is by definition unpredictable, stock price changes, if
they are only driven by information, must themselves be unpredictable. This is the
basis for the argument that stock prices should follow a random walk.20 The next
step in a random walk is unpredictable, and the best forecast of where you will
land on the next step is where you are today. If stock prices follow a random
walk, any return on a stock in excess of the risk-adjusted expected return is ran-
dom and cannot be predicted.

Proponents of the EMH argue that technical analysis based on charts of histor-
ical data and fundamental analysis based on publicly available financial informa-
tion will not successfully generate excess returns. Often a passive investment
strategy in which the goal is to track, rather than attempt to beat, the market is
recommended. In this case, an investor avoids individually held stocks, instead in-
vesting in index mutual funds or exchange-traded index funds (ETFs), such as Stan-
dard and Poor’s Depositary Receipts (SPDRs, also known as “spiders”), or the
iShares MSCI EAFE Index Fund, the largest exchange-traded international equity
benchmark.

MISCONCEPTIONS ABOUT MARKET EFFICIENCY

Market efficiency does not suggest that individuals are ill-advised to invest in
stocks. Nor does it suggest that all stocks have the same expected return. The
EMH does not suggest that any stock or portfolio is as good as any other. While
a manager cannot systematically generate returns above the expected, risk-adjusted
return, stocks are priced fairly in an efficient market. Because investors have differ-
ent attitudes toward risk, they may have different portfolios.

In addition, while the EMH suggests that excess return opportunities are un-
predictable, it does not suggest that price levels are random. Prices are fair valua-
tions of the firm based on the information available to the market concerning the
actions of management and the firm’s investment and financing choices.

JOINT HYPOTHESIS PROBLEM

As stated before, an excess return is a return that exceeds the return that both nets
out all costs, but also one that would be considered fair given the level of risk of
the investment. Because an excess return is defined in relation to a risk-adjusted re-
turn, the measurement of excess returns requires a model of returns. For example,
if the CAPM is deemed to be the best model of returns, stock i is generating an ex-
cess return when:21
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2.15 Ri − ðRf + βiðRm − Rf ÞÞ > 0

In this case, stock i’s return is higher than required based on its level of risk as re-
flected in its beta (βi).

The joint-hypothesis problem arises because of the need to utilize a particular
risk-adjustment model to produce required returns, that is, to risk-adjust. This is
innocuous if we know with certainty what the correct risk-adjustment model is,
but unfortunately we do not. If a test rejects the EMH, is it because the EMH
does not hold, or because we did not properly measure excess returns? We simply
do not know the answer to this question. Early empirical tests of the EMH were
generally supportive of the hypothesis.22 These tests suggested that excess returns
could not be consistently generated by using mechanical trading rules, and prices
reacted quickly and appropriately to new information. Moreover, money managers
did not seem to be able to generate positive excess returns after all costs were con-
sidered, including transaction costs and management fees. More recent research,
however, has reported a series of persistent anomalies, that is, findings that appear
to be contrary to the EMH.

Consider the value premium. It has been found that investing in value stocks
(i.e., stocks with low prices relative to book value or earnings) has historically
been a winning strategy. Such a simplistic strategy seems to be evidence against
the EMH, but what if value stocks are riskier, and what if their risk is insufficiently
captured by the CAPM? Then we may not have an anomaly after all, just an inap-
propriate asset pricing model. In fact, the famous Fama-French three-factor model
includes a value risk factor.23 We will return to this debate later, principally in
Chapters 4 and 14. Next we focus on a theory of the behavior of corporate
management.

2.4 AGENCY THEORY

An agency relationship exists whenever someone (the principal) contracts with
someone else (the agent) to take actions on behalf of the principal and represent
the principal’s interests. In an agency relationship, the agent has authority to make
decisions for the principal. An agency problem arises when the agent’s and princi-
pal’s incentives are not aligned.

Consider, for example, the situation when you want to sell your home. You
(the principal) contract with a realtor (the agent) to sell your home. You want to
structure the contract so that the realtor has the incentive to get the best price as
quickly as possible. Thus, realtors are normally compensated a fixed percentage of
the selling price, rather than a flat fee. Compensation tied to the selling price gives
the realtor the incentive to expend effort to get the best possible price. Even in this
case where you attempted to align incentives, realtors, who are self-interested
agents, do not necessarily work in your (the home seller’s) best interest. For exam-
ple, suppose you receive an offer to sell your home for $300,000. If the realtor’s fee
is 5%, she receives $15,000. Suppose you really believe your home value is closer
to $320,000. If you rejected the first offer and later received an offer of $320,000,
you would receive an additional $19,000 and the realtor would receive only an
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additional $1,000. Even if the realtor agrees that the value of the home is closer to
$320,000, she might discourage you from rejecting the first offer. The additional
$1,000 may not be adequate compensation for the amount of additional effort re-
quired on her behalf to attract the higher offer. So, notice that your incentive might
be to get the highest price for your home, but her incentive might be to get the
highest compensation per unit of effort.24 This is a classic case of conflict of
interest.

In firms, conflicts of interest often surface, particularly between owners and
managers.25 In the United States today, corporations receive a lot of attention be-
cause the corporate form of organization is prevalent. In a large corporation, we
usually observe separation of ownership from the management of the firm. A cor-
poration actually has a separate legal identity from its owners. The shareholders
are the owners of the firms and they elect a board of directors who decide on the
management team. Agency theory has important implications concerning the struc-
ture of a corporation because of principal-agent problems between managers and
stockholders.

Agency costs that arise from principal-agent problems are both direct and indi-
rect.26 These costs are incurred because managers’ incentives are not consistent
with maximizing the value of the firm. Direct costs include expenditures that bene-
fit the manager but not the firm, such as purchasing a luxury jet for travel. Other
direct costs result from the need to monitor managers, including the cost of hiring
outside auditors. Indirect costs are more difficult to measure and result from lost
opportunities. For example, managers of a firm that is an acquisition target may re-
sist the takeover attempt because of concern about keeping their jobs, even if the
shareholders would benefit from the merger.

With the large size of modern corporations and possibly thousands of stock-
holders, day-to-day interaction between owners and managers is not realistic. Con-
sider, for example, The Coca-Cola Company, which produces one of the most
recognizable products in the world. In 2008, the market value of the company
was over $100 billion and the firm had more than 300,000 shareholders. Clearly,
managers cannot possibly confer with all of these owners on a regular basis. About
half of the stock is held by institutional investors. Even frequent interaction be-
tween the management team and these institutions would not be possible as there
are over 1,000 of them! The separation of ownership and management can allow
businesses to flourish—that is, if managers act in the shareholders’ best interest.

Much finance theory has focused on how to design an optimal compensation
contract to align the interests of shareholders and managers. The best design of
the contract will depend on many factors including whether the manager’s actions
are observable, the degree of information asymmetry between managers and share-
holders, adequacy of performance measures, and differing horizons of managers
and shareholders. To motivate agents, principals include rewards and penalties in
compensation contracts, which are referred to as “carrots and sticks.”

Good corporate governance, including optimal incentive contract design, is
critical to the maximization of the value of a firm and the optimal allocation of
capital in our economy. Later in this book we will see that the principal-agent
problem can arise in other contexts, such as when a money manager (the agent) in-
vests on behalf of investors (the principals). Further, we will consider how
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behavioral influences add to our understanding of the principal-agent problem and
how its costs can be minimized.

2.5 FROM RATIONALITY TO PSYCHOLOGY

In this chapter, we have reviewed three leading theories that have shaped the prac-
tice of modern finance. Later in this book we will consider the evidence that has led
some researchers to question the appropriateness of the traditional approach. In
particular, in Chapter 4 we will review evidence suggesting that markets may not
be quite as efficient as was once thought. Various anomalies, or empirical findings
apparently inconsistent with market efficiency, have been documented. Addition-
ally, aside from what the data tell us, there appear to be theoretical arguments
that weaken the edifice of the EMH. Many of these arguments come under the
rubric “limits to arbitrage.” As a result of such research, in recent decades some in-
vestigators have attempted to move back to thinking about how financial decision-
making is shaped by human psychology.

As in the discipline of psychology itself, researchers study many distinct behav-
ioral phenomena. Behavioral finance is still a relatively new field and often is criti-
cized because it lacks a unified framework. This criticism in and of itself does not
invalidate the merits of recognizing the importance of psychology for understand-
ing the decisions of individual investors, finance practitioners, markets, and man-
agers. Some years back, the influential twentieth-century economist John Maynard
Keynes noted the influence of psychology on financial decision-making. Consider
this passage from his book The General Theory of Employment, Interest, and
Money, first published in 1936:27

If I may be allowed to appropriate the term speculation for the activity of fore-
casting the psychology of the markets, and the term enterprise for the activity of
forecasting the prospective yield of assets over their whole life, it is by no means
always the case that speculation predominates over enterprise. As the organisa-
tion of investment markets improves, the risk of the predominance of specula-
tion does, however, increase. In one of the greatest investment markets in the
world, namely, New York, the influence of speculation (in the above sense) is
enormous. Even outside the field of finance, Americans are apt to be unduly in-
terested in discovering what average opinion believes average opinion to be; and
this national weakness finds its nemesis in the stock market.

Clearly the recognition that psychological influences are important is not new
in finance or economics.

CHAPTER HIGHLIGHTS

1. Investors recognize a trade-off between return and risk. Expected return and
risk are commonly proxied by the historical mean return and variance (or
standard deviation) of returns.

2. Covariance and correlation are statistical measures of how random variables
are related.
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3. The efficient frontier represents portfolios that maximize expected return for
a given level of risk. No rational investor would choose a portfolio below the
curve because a portfolio with higher return and the same risk exists.

4. In a portfolio of assets, firm-specific risk can be diversified away. Systematic,
market risk, however, cannot be eliminated.

5. The capital market line gives combinations of the risk-free asset and the mar-
ket portfolio. Rational investors should choose a portfolio on this line in or-
der to achieve the highest return with the lowest risk.

6. According to the capital asset pricing model, investors will not be compen-
sated for taking on diversifiable risk.

7. Beta measures risk related to market movements. An asset’s beta can be used
to estimate its expected return.

8. The efficiency of markets is important because it allocates capital across firms.
9. In an efficient market, no investor can consistently earn excess returns.
10. An agency problem may exist when an agent’s incentives are not aligned with

the principal’s.
11. Conflicts of interest between the owners and managers of large corporations

are potentially costly.
12. Optimal compensation contracts align the incentives of stockholders and

management.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Systematic and nonsystematic risk
b. Beta and standard deviation
c. Direct and indirect agency costs
d. Weak, semi-strong, and strong form

market efficiency

2. A stock has a beta of 1.2 and the standard de-
viation of its returns is 25%. The market risk
premium is 5% and the risk-free rate is 4%.

a. What is the expected return for the
stock?

b. What are the expected return and stan-
dard deviation for a portfolio that is
equally invested in the stock and the
risk-free asset?

c. A financial analyst forecasts a return of
12% for the stock. Would you buy it?
Why or why not?

3. What is the joint hypothesis problem? Why
is it important?

4. Warren Buffett has been a very successful
investor. In 2008, Luisa Kroll reported that
Buffett topped Forbes Magazine’s list of the
world’s richest people with a fortune esti-
mated to be worth $62 billion (March 5,
2008, “The world’s billionaires,” Forbes).
Does this invalidate the EMH?

5. You are considering whether to invest in two
stocks, Stock A and Stock B. Stock A has a
beta of 1.15 and the standard deviation of its
returns has been estimated to be 0.28. For
Stock B, the beta is 0.84 and standard devi-
ation is 0.48.

a. Which stock is riskier?
b. If the risk-free rate is 4% and the market

risk premium is 8%, what is the ex-
pected return for a portfolio that is com-
posed of 60% A and 40% B?

c. If the correlation between the returns of
A and B is 0.50, what is the standard
deviation for the portfolio that includes
60% A and 40% B?
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ENDNOTES

1 Although using realized returns to measure
future expectations is common, the practice
is questioned by some. See, for example,
Elton, E. J., 1999, “Expected return, realized
return, and asset pricing tests,” Journal of
Finance 52(4), 1199–1220. Elton argues that
the historical experience poorly measures
future expected returns and calls for addi-
tional work on how to better estimate future
expected returns.

2 For a portfolio of m assets, the mean return

is Rp = ∑
m

i = 1
wiRi and the portfolio variance is

s2p = ∑
m

i = 1
∑
m

j = 1
wiwjσ̂ ðRi;RjÞ.

3 For a portfolio of m assets, the true expected

return is EðRpÞ = ∑
m

i = 1
wiEðRiÞ and the true

portfolio variance is σ2p = ∑
m

i = 1
∑
m

j = 1
wiwjσðRi;RjÞ.

4 In our illustrations, we will assume that the
risk-free asset is, in fact, risk-free. In
actuality even investment in short-term U.S.
government debt instruments such as T-bills
is associated with some risk.

5 A constant and a random variable have by
definition zero covariance and zero
correlation.

6 The weighted average standard deviation is
0.40(0.30) + 0.60(0.10) = 0.18.

7 The theory of optimal portfolio selection
was pioneered by Harry Markowitz so that
the efficient frontier is sometimes called the
Markowitz Frontier. See Markowitz, H.,
1952, “Portfolio selection,” Journal of
Finance 7(1), 77–91.

8 Notice that points below the minimum-risk
point should be excluded from considera-
tion. For example, E is obviously bettered by
F, since the latter has higher expected return
with identical risk.

9 For a portfolio including two risky assets,
we can denote the weight of the first asset as
w, so that the weight of the second asset is
(1-w). Then the minimum-risk portfolio for

a combination of the two assets can be
found by taking the derivative of the
portfolio variance with respect to w. For
High Tech and Low Tech, the minimum
variance portfolio includes 12.26% in High
Tech and 87.74% in Low Tech Stock. This
minimum-risk portfolio has an expected
return of 8.86% and a standard deviation
of 9.17%.

10 This follows from the fact that both portfo-
lio expected return and portfolio standard
deviation are linear combinations of indivi-
dual asset expected returns and standard
deviations. This is true for standard devia-
tions either when both assets are perfectly
positively correlated (i.e., correlation coeffi-
cient of one) or (as here) when one of the
assets is a constant.

11 Since all investors are holding the same risky
portfolio, this can only be the market
portfolio.

12 The model is also referred to as the Sharpe-
Lintner-Black Model as it was offered
independently by several researchers, build-
ing on the earlier work of Harry Markowitz
on the benefits of diversification, and then
later further shaped upon by others. See
Treynor, J. L., 1961, “Towards a theory of
the market value of risky assets,” Unpub-
lished manuscript; Sharpe, W. F., 1964,
“Capital asset prices: A theory of market
equilibrium under conditions of risk,” Jour-
nal of Finance 19(3), 425–442; Lintner, J.,
1965, “The valuation of risk assets and the
selection of risky investments in stock
portfolios and capital budgets,” Review of
Economics and Statistics 47(1), 13–37; and
Black, F., 1972, “Capital market equili-
brium with restricted borrowing,” Journal
of Business 45(3), 444–455.

13 See Fama, E. F., 1991, “Efficient capital
markets: II,” Journal of Finance 46(5),
December, 1575–1617.

14 See the ground-breaking study by Fama, E. F.,
and K. R. French, 1992, “The cross-section of
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expected stock returns,” Journal of Finance
47(2), June, 427–465.

15 Fama, E. F., 1970, “Efficient capital markets:
A review of theory and empirical work,”
Journal of Finance 31(1), May, 383–417.

16 The term abnormal return is often used in
place of excess return.

17 See, for example, Shiller, R. J., 1981, “Do
stock prices move too much to be justified by
subsequent changes in dividends?” Ameri-
can Economic Review 71(3), 421–436; and
Lee, C. M. C., 2001, “Market efficiency and
accounting research: A discussion of ‘Capital
market research in accounting’ by S. P.
Kothari,” Journal of Accounting and Eco-
nomics 31, 233–253.

18 Of course, there are many stocks that are not
currently paying dividends. In fact, many
stocks have never paid any dividends. This is
not problematic for the model because it
assumes price is the present value of all
expected future dividends. More generally,
dividends can be thought of as all cash flows
to stockholders, including distributions
through share repurchases and mergers and
acquisitions. No investor will buy a stock
that is expected to never pay anything! See
Ackert, L. F., and B. F. Smith, 1993, “Stock
price volatility, ordinary dividends, and
other cash flows to shareholders,” Journal
of Finance 48(4), 1147–1160.

19 Information-based models in finance con-
sider how information is reflected in market
prices. In this literature a common approach
is to think of an item of information as a
signal that arrives at the market about the
value of an asset. See Easley, D., and M.
O’Hara, 1987, “Price, trade, size, and
information in securities markets,” Journal
of Financial Economics 19, 69–90.

20 Technically, stocks should follow a random
walk “with drift,” because of the fact that
over time we anticipate positive returns
because of time value and risk. See Malkiel,
B. G., 2004, A Random Walk down Wall
Street, 7th ed. (W.W. Norton & Company,
New York).

21 This expression is the same as the CAPM
relationship, with ex post values instead of
expected values being used.

22 For thorough reviews of the early literature,
see Fama, E. F., 1970, “Efficient capital
markets: A review of theory and empirical
work,” Journal of Finance 31(1), May, 383–
417; and Fama, E. F., 1991, “Efficient
capital markets: II,” Journal of Finance 46
(5), December, 1575–1617.

23 See Fama, E. F., and K. R. French, 1993,
“Common risk factors in the returns on
stocks and bonds,” Journal of Financial
Economics 33, 3–56.

24 See Levitt, S. D. and S. J. Dubner, 2006,
Freakonomics: A Rogue Economist Exposes
the Hidden Side of Everything (William
Morrow: An Imprint of HarperCollins Pub-
lishers, New York).

25 Conflicts between managers and share-
holders are not the only possible principal-
agent problems, though they are often of
focus. For example, there are potential
conflicts of interest between shareholders
and bondholders. Shareholders may prefer
more risky investments, but bondholders
prefer lower-risk investments because the
value of the debt is higher with lower risk.
For other conflicts of interest between
bondholders and stockholders, see Smith,
C. W., and J. B. Warner, 1979, “On
financial contracting: An analysis of bond
covenants,” Journal of Financial Economics
7(2), 117–161.

26 On how agency costs are defined, see Jensen,
M. C., and W. H. Meckling, 1979, “Theory
of the firm: Managerial behavior, agency
costs, and ownership structure,” Journal of
Financial Economics 3(4), October, 305–
360.

27 Keynes, J. M., 1964, The General Theory of
Employment, Interest, and Money (Har-
court, Brace, Jovanovich, New York). (First
Harbinger Edition, quote on pages 158–159,
Chapter 12, Section VI.)
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3PROSPECT THEORY,

FRAMING, AND MENTAL
ACCOUNTING

3.1 INTRODUCTION

The first two chapters of this book presented the traditional approaches to under-
standing individual behavior, financial decision-making, and market outcomes.
This chapter will consider more recent attempts to describe behavior that incorpo-
rate observed aspects of human psychology. Throughout the remainder of the book
we will return to these relatively new theories while describing empirical challenges
to the traditional approaches. This chapter is central to the story of behavioral fi-
nance. The field of behavioral finance arose in response to evidence that calls into
question the traditional approaches. This should not be viewed as a shortcoming
of the behavioral approach. Most scientists, and not just social scientists, observe
outcomes before developing a theory or model. After all, a theory is a way to ex-
plain an observation.

Much of this chapter describes prospect theory, an alternative to expected util-
ity theory developed by Daniel Kahneman and Amos Tversky.1 It and like-minded
theories were inspired by demonstrated violations of expected utility theory, so we
begin this chapter by turning to some of these violations. Three key aspects of ob-
served behavior immediately follow, and these key aspects imply a particular shape
for the prospect theory value function, which is analogous to the utility function of
expected utility theory. Another key building block of prospect theory is the use of
decision weights rather than probabilities. We illustrate how the value function and
weighting function together allow one to assess the value of prospects in a way that
is both similar and quite different from expected utility theory. Hypothetical func-
tional forms are provided based on evidence from actual decisions. Next, Section
3.3 describes how the frame or presentation of a problem impacts the decision a
person makes. Then, in Section 3.4, we describe how people use a framing ap-
proach known as mental accounting to simplify, and sometimes distort, decision-
making. Finally, we consider the issue of moving from theory to practice.
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3.2 PROSPECT THEORY

Normative theory says that reasonable people should act in a certain way. In con-
trast, positive theory looks at what people actually do and bases models on these
observations. Expected utility theory is a normative model of economic behavior
that is based on a rigorous axiomatic treatment. Although it has proven to be very
useful in describing how people should behave, some have questioned how good it
is at describing actual behavior. The most widely accepted and tested alternative to
expected utility theory is prospect theory. Prospect theory is positive (or descrip-
tive) because it is firmly based on how people actually behave.

Prospect theory begins with the contention that standard expected utility the-
ory cannot fully account for observed decision-making under risk. This contention
is based on empirical evidence that people often behave contrary to expected utility
theory. Before presenting the central tenets of prospect theory, we will consider the
evidence that stimulated Kahneman and Tversky to develop their behavioral model.

KEY ASPECTS OF OBSERVED BEHAVIOR

Psychologists routinely observe the decisions of people to provide evidence on a
question of interest. Across many studies psychology researchers noted similar re-
sponses to decision problems that were not consistent with expected utility theory.
This section will illustrate a few of the problems and report on the decisions of ac-
tual respondents. These problems illustrate three key aspects of observed decision-
making that provide a basis for prospect theory.

In presenting prospects, we will use the same notation as in Chapter 1. Recall
that a prospect P(pr, x, y) is a gamble where you have a probability pr of obtaining
x and a probability 1- pr of obtaining y. If the second outcome is omitted, as in
P(pr, x), it is assumed to be zero, and if the probability is also omitted, as in P(x),
it is assumed to be a certain (riskless) prospect. For the first problem, consider the
following pair of choices between prospects:2

Problem 1:3

Imagine that you face the following pair of concurrent decisions. First examine
both decisions, and then indicate the options you prefer.

Decision (i): Choose between P1($240) and P2(.25, $1,000).

Decision (ii): Choose between P3(−$750) and P4(.75, −$1000).

In other words, the first choice is between a sure gain of $240 and a 25% chance to
gain $1,000. The second choice is between a sure loss of $750 and a 75% chance to
lose $1,000. For Problem 1, 84% of the respondents chose P1 in Decision (i), which
is consistent with risk aversion. Yet, 87% chose P4 in Decision (ii), which is consis-
tent with risk seeking. Expected utility theory cannot incorporate changes in risk atti-
tude like this. Prospect theory, however, allows for changes in risk attitude
depending on the nature of the prospect, as we will see next.

Key aspect 1: People sometimes exhibit risk aversion and sometimes exhibit risk
seeking, depending on the nature of the prospect.
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Researchers also noticed that gains and losses seem to be what people care about,
rather than the level of wealth. In the previous problem, for example, we witnessed
risk aversion in the domain of gains and risk seeking in the domain of losses. That
is to say, the status quo marked a boundary point between risk aversion and risk
seeking. On the other hand, expected utility theory generally uses the level of
wealth, not changes in wealth, as the variable of importance in a utility function,
and allows for no boundary points between risk aversion and risk seeking—people
are assumed to exhibit consistent risk preferences. How would you choose in the
following problem?4

Problem 2:

Decision (i): Assume yourself richer by $300 than you are today. Then choose
between P5($100) and P6(.50, $200).

Decision (ii): Assume yourself richer by $500 than you are today. Then choose
between P7(−$100) and P8(.50, −$200).

Notice that the two decisions are effectively the same. In both cases, the decision
is between $400 with certainty and a prospect with a 50% chance of $500 and a
50% chance of $300. Yet, 72% of respondents chose P5 and 64% chose P8. The
choice of many indicates risk aversion for Decision (i), but risk seeking for Deci-
sion (ii). This problem illustrates that risk attitude is not the same across gains
and losses, implying that it is the change in wealth, rather than the level, that
matters to people. People evaluate an outcome based on the gain or loss from a
reference point, usually taken to be current wealth. Notice that in this problem
the two decisions assume different starting wealth positions. Expected utility the-
ory assumes that people value outcomes based on the final wealth position, re-
gardless of the person’s initial wealth. This leads to the second key aspect of
decision-making:

Researchers also noticed that people seemed to feel a loss more strongly than a
gain of equivalent absolute value. Consider a third problem:5

Problem 3:

What value of x would make you indifferent between P9(0) and P10(0.50, x, −$25)?

P9 is the status quo. The average response in one experiment was $61.6 That is, for
a fair gamble, when the loss is $25, the typical person requires a gain of $61 to be
indifferent between accepting or rejecting the gamble. It is quite clear that people
are quite averse to a loss. Loss aversion is the term that describes the observation
that, for most people, losses loom larger than gains. Noting that risk neutrality im-
plies x = $25, the upside had to be more than two times the absolute value of the
downside in order to induce indifference between the two prospects. Was your

Key aspect 2: Peoples’ valuations of prospects depend on gains and losses
relative to a reference point. This reference point is usually the status quo.
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choice consistent with the average, or do you require more or less? A third key ob-
servation for understanding how people make choices follows:

It is important to note that loss aversion is quite different from risk aversion. While
people also prefer a sure thing to a gamble with only positive outcomes when the
expected values are identical (e.g., $75 with certainty vs. $50 or $100 with a
50/50 probability), their aversion to such gambles is much weaker than when one
of the outcomes pushes them into the loss column (as in Problem 3).

VALUE FUNCTION

The results summarized in the previous section, as well as others, encouraged many
researchers to consider alternatives to expected utility theory. Prospect theory pro-
vides a model of decision-making under risk that incorporates such observed beha-
viors.7 The value function in prospect theory replaces the utility function in
expected utility theory. While utility is usually measured in terms of the level of
wealth, value is defined by gains and losses relative to a reference point. The three
key observed aspects of decision-making described previously necessitate certain
characteristics for the value function: people exhibit risk aversion in the positive
domain and risk seeking in the negative domain, which means the value function
is concave in the positive domain and convex in the negative domain; decisions
are made by focusing on gains and losses, which means that the argument for the
value function is not wealth, but rather changes in wealth; and people dislike
losses, so the value function is steeper for losses than for gains.

In addition, instead of using simple probabilities as in expected utility, prospect
theory uses decision weights. These decision weights, as we will discuss, are a func-
tion of probabilities. We will use υ(z) to refer to the value of a wealth change, where
it should be noted that z is used instead of w, which refers to a wealth level. We will
also speak of the value of prospects, V(P). For a prospect P(pr, z1, z2) value is:

3.1 V(pr, z1, z2) = V(P) = π(pr) * υ(z1) + π(1 − pr) * υ(z2)

where π(pr) is the decision weight associated with probability pr. Note that V(P),
the value of a prospect, is analogous to U(P), the expected utility of a prospect.8

Figure 3.1 illustrates a typical value function. Changes in wealth from a refer-
ence point determine the value along the vertical axis, rather than terminal wealth.
Also notice that the value function is concave in the positive domain, consistent
with risk aversion, and convex in the negative domain, consistent with risk seeking.
Finally, notice that despite risk aversion in the positive domain and risk seeking in
the negative domain, losses loom larger than gains. This is evident because the
value function is steeper for losses than for gains, implying that losses are felt
more strongly than gains of equivalent size. In other words, people exhibit loss
aversion. We will postpone saying more about the weighting function until we con-
sider lottery tickets and insurance.

Key aspect 3: People are averse to losses because losses loom larger than gains.
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LOTTERY TICKETS AND INSURANCE

A question that has perplexed researchers for years is: Why do people who buy lot-
tery tickets also purchase insurance?9 In the expected utility framework, this is puz-
zling because with a lottery a person is seeking risk. The expected payoff from a
lottery is well known to be substantially less than the price of a ticket and the
odds of winning are massively stacked against the ticket holder. With insurance,
the same person may pay to reduce risk, appearing to be risk averse. Prospect
theory can account for the observation that some people buy lottery tickets and
insurance at the same time. It does so by overweighting low-probability events.
Specifically, as we describe next, prospect theory incorporates overweighting of
low-probability events by using decision weights (π(pr)), rather than event probabil-
ities (pr) to determine the value of a prospect.

To see why such overweighting is needed, consider the following choice:10

Problem 4 (Lottery):

Choose between prospects P11(0.001, $5,000) and P12(1.0, $5).

Even though the expected values of the two prospects are equal ($5) as you almost
certainly have observed, many people prefer P11 to P12, consistent with risk seek-
ing. Such a choice is indicative of risk seeking in the domain of gains. Earlier we
observed another instance of risk seeking, but this was in the domain of losses. It
seems that risk seeking can also occur in the domain of gains as well.

Next consider this choice:

Problem 5 (Insurance):

Choose between prospects P13(0.001, −$5,000) and P14(1.0, −$5).

FIGURE 3.1 Typical Value Function
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In this case we often see people choosing prospect P14, consistent with risk aver-
sion. But this implies risk aversion in the negative domain.

In sum, while we normally have risk aversion in the positive domain, when
there is a quite low probability of a payoff this generally shifts to risk seeking. On
the other hand, while we normally have risk seeking in the negative domain, when
there is a quite low probability of a loss this generally shifts to risk aversion. This is
what Kahneman and Tversky characterized as the fourfold pattern of risk atti-
tudes.11 This pattern suggests risk aversion for gains and risk seeking for losses
when the outcome probability is high, and risk seeking for gains and risk aversion
for losses when the outcome probability is low. In one study, they found that 92%
(22 out of 25) of subjects displayed the full pattern.12 Clearly, then, any viable the-
ory of decision-making under risk must confront this fourfold pattern. Prospect
theory does so by utilizing a nonlinear weighting function, which we turn to next.

WEIGHTING FUNCTION

While in the original version of prospect theory published in 1979 Kahneman and
Tversky spoke of what conditions an appropriate weighting function should em-
body, they did not attempt to formulate such a function. This was left to their
more mathematically rigorous version of prospect theory, known as cumulative
prospect theory, published in 1992.13 In this paper, mathematical specifications
for both the value function and the weighting function are presented and
estimated.

Before getting there, let us consider what sort of shape an appropriate weighting
function should have. Recall the Allais paradox which was addressed in Chapter 1.
In this section, we look at two additional violations of expected utility pointed to by
Allais.14 The first of them gives us insight about the difference between highly proba-
ble outcomes and certain outcomes. Problem 6 requires the reader to make two
choices:15

Problem 6:

Decision (i): Choose between P15(0.80, $4,000) and P16(1.00, $3,000).

Decision (ii): Choose between P17(0.20, $4,000) and P18(0.25, $3,000).

Are you like many people? For Decision (i), did you pick P15 or P16? For Decision
(ii), did you pick P17 or P18?

Kahneman and Tversky found that 80% of their respondents to Problem 6
chose P16, while 65% chose P17. Notice that Decision (ii) in Problem 6 is identical
to Decision (i), except that the probabilities are multiplied by .25. It appears that
lowering the probability from 100% to 25% (P16 to P18) has a larger effect than
lowering the probability from 80% to 20% (P15 to P17). For obvious reasons, this
problem, and the next, are said to be examples of the “common ratio effect.”
Kahneman and Tversky argue that the reason for this is that people value what is
certain relative to that which is merely probable. Because people apparently over-
weight certain outcomes versus probable ones, Kahneman and Tversky refer to
this phenomenon as the certainty effect.16 This implies that the slope of the
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weighting function in the neighborhood of certainty is relatively steep (i.e., has a
slope greater than one).

The next violation of expected utility theory gives us a sense of what the
weighting function should look like in the neighborhood of highly unlikely events.
Which of the following prospects would you choose?17

Problem 7:

Decision (i): Choose between P19(0.45, $6,000) and P20(0.90, $3,000).

Decision (ii): Choose between P21(0.001, $6,000) and P22(0.002, $3,000).

Notice that for a risk-neutral decision-maker P19 * P20 and P21 * P22, because
their expected values are identical. Kahneman and Tversky report that 86% of
their respondents picked P20 (risk aversion), yet 73% picked P21 (risk seeking).
While earlier we saw that people overweight low probabilities, both the probability
associated with P21 and that associated with P22 are quite low, so it must be that
the overweighting is greater for .001 than for .002. This suggests that the over-
weighting is greatest at the lowest probabilities, which, again, implies that the
weighting function is relatively steep (i.e., has a slope greater than one) in the
neighborhood of zero.

So what do we have so far? We have that the weighting function is steep in the
neighborhood of both pr = 0 and pr = 1. Using these conditions and setting π(0) = 0
and π(1) = 1, it must be that for intermediate probabilities the slope of the weighting
function is relatively flat (less than one). Figure 3.2 depicts a weighting function that
is consistent with all these requirements. It is sometimes described as an inverted
S-curve. The Appendix to this chapter sets out more rigorously the key conditions
that a reasonable weighting function should embody.

FIGURE 3.2 Typical Weighting Function
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HYPOTHETICAL VALUE AND WEIGHTING FUNCTIONS

Kahneman and Tversky used an experiment to extensively examine individual
choices and provide detailed information about the form that value and weighting
functions might take.18 Subjects were asked to provide certainty equivalents for a
number of prospects. Recall from Chapter 1 that a certainty equivalent is the
wealth level that leads the decision-maker to be indifferent between a particular
prospect and a certain wealth level. Based on the experimental results, Kahneman
and Tversky proposed hypothetical forms for the value and weighting functions
and estimated the relevant parameters.

As we have said, a prospect theory value function should reflect concavity for
gains and convexity for losses and loss aversion. A functional form that is consis-
tent with these properties is:

3.2
υðzÞ  = zα  0 < α < 1 if z ≥ 0

−λð−zÞβ   λ > 1;  0 < β < 1 if z < 0

This functional form is called a two-part power function. Based on their empirical
data, Kahneman and Tversky estimated α and β each to be approximately 0.88 and
λ to be approximately 2.25. These estimates give a value function for which losses
loom larger than gains, like the one illustrated in Figure 3.1. In fact, Figure 3.1 is a
depiction of this particular value function. The way to view this function is that it
is a typical decision-maker’s value function. Some people will have lower/higher va-
lues for the relevant parameters.

Kahneman and Tversky also suggested a weighting function based on their
estimates:19

3.3a πðprÞ = prγ

ðprγ + ð1 − prÞγÞ1γ
γ > 0; if z ≥ 0

3.3b πðprÞ = prχ

ðprχ + ð1 − prÞχÞ1χ
χ > 0; if z < 0

Figure 3.2 illustrates this weighting function. In their estimation they found that
γ = .61 and χ = .69. Since these magnitudes are close, we will, for simplicity, use
the average value (.65) in both the gain and loss domain. Notice from the figure
that low-probability outcomes are given relatively higher weights and certainty
is weighted highly relative to near certainty, consistent with the evidence. For
example, for an event with probability of 10%, π(pr) = 0.1152, so that relatively
low-probability events are overweighted. In the Appendix we describe a condition
known as “subcertainty,” which means that, while probabilities sum to one,
the sum of corresponding decision weights comes in lower than one—that is,
π(pr) + π(1 − pr) < 1.0, while pr + (1 − pr) = 1.0. For example, take the case of
pr = .90. We have that π(.90) = 0.7455 and, from above, that π(.1) = 0.1152, so that
π(.90) + π(.10) = 0.8607.

Because of its ability to explain a wide range of behavior when people must
make decisions under risk, prospect theory has been quite influential and is
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recognized as an important contribution to economics. In fact, in 2002 Daniel
Kahneman won the Nobel Prize in Economics “for having integrated insights from
psychological research into economic science, especially concerning human judgment
and decision-making under uncertainty.”20 In the next section, we use the “artillery”
of this section to value several of the prospects that we have considered so far.

SOME EXAMPLES

Consider Problem 4, where we saw that people like to buy lottery tickets. The
value of P11 is:

3.4 V(P11) = π(.001) * υ(5000) = .011 * 1799.26 = 19.864

Compare this to P12, the certain $5:

3.5 V(P12) = π(1) * υ(5) = 1 * 4.12 = 4.12

So we can see that a typical decision-maker likes to buy a lottery ticket. This result
is driven by the fact that the decision weight on pr = .001 is about 10 times higher
than the probability.

As another example, consider Problem 6. The first decision is P15 vs. P16,
whose prospect values are:

3.6 V(P15) = π(.80) * υ(4000) = .64 * 1478.47 = 946.24

3.7 V(P16) = π(1) * υ(3000) = 1 * 1147.80 = 1147.80

So the typical decision-maker prefers P16. And the second decision is P17 vs. P18,
whose prospect values are:

3.8 V(P17) = π(.20) * υ(4000) = .256 * 1478.47 = 384.29

3.9 V(P18) = π(.25) * υ(3000) = .293 * 1147.80 = 336.66

So the typical decision-maker prefers P17. The reason for the flip-flop is the weight
attached to certainty is much higher than the weight attached to the merely proba-
ble. In the more intermediate range (pr = .20 to pr = .25), decision weights rise
about as much as probabilities.

OTHER ISSUES

RISKLESS LOSS AVERSION We have seen from previous discussion that people are reluc-
tant to expose themselves to fair gambles because they are loss averse. Typically,
for a 50/50 bet the gain has to be at least twice as great as the loss. Loss aversion
can also be viewed in a riskless context. Experiments have examined people’s
willingness to pay for a good, compared to their willingness to accept money in
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exchange for the same good. Here is one illustration. Students are given cash and
asked how much they would be willing to pay for a mug with the university’s em-
blem. Then another group of students is given mugs and asked how much they
would accept in return. In one session the students were willing to pay only $1.34
for a mug, yet others would not accept less than $8.83 for the exact same mug.21

The term endowment effect (or status quo bias) is used because the value of a
good seems to increase once a person owns it. This is consistent with prospect the-
ory because losses (i.e., giving up the good) are felt much more strongly than gains
(receiving the good).22 As illustrated in Figure 3.3, if we think in terms of mugs as
wealth, positive and negative changes in wealth of equal magnitude (−x or +x) have
quite different effects on value. The absolute value of v(-x) is more than double the
value of v(+x). We will revisit the status quo bias in Chapter 5.

ORIGINS OF PROSPECT THEORY Expected utility is about how people should act, while
prospect theory is about how people actually act. Why the difference? Up to now
we have not addressed the origin of prospect-theory-type preferences. Is it social,
or is it more innate? Consider the following evidence. In a recent experimental
study involving chimpanzees, a pronounced endowment effect was observed in the
matter of food choice.23 When allowed to choose freely between peanut butter and
juice, 58% of the chimps preferred peanut butter. When endowed with peanut but-
ter though, 79% preferred to keep it when offered a trade for juice. On the other
hand, when endowed with juice, 58% preferred to keep it when offered a trade.
In another recent experiment, it has been shown that capuchin monkeys exhibit
reference point dependence and loss aversion when confronted with gambles.24

Such work suggests an evolutionary basis for prospect theory (specifically for
loss aversion and the endowment effect). When primates and man share the same
behaviors, it is generally believed that it is probable that such behaviors have an

FIGURE 3.3 Endowment Effect
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evolutionary (adaptive) rather than social basis. In what sense might loss aversion
be adaptive? Consider a primitive man with barely enough to eat.25 Being able to
increase his food intake by 50% might be quite nice, but losing 50% is likely to
be catastrophic—that is, losses are more painful than gains are pleasurable.

PROSPECT THEORY AND PSYCHOLOGY In Chapters 5–7, we will step back from econom-
ics and finance and consider the psychological foundations of behavioral finance.
In Chapter 5, we discuss heuristics, which are decision-making tools employed
based on limited information. As will be discussed, heuristics likely have an evolu-
tionary basis. When employed outside their natural domain, specifically in a com-
plex financial environment, they may lead to suboptimal decision-making. The
same characterization is possible for prospect theory—evolutionary in origin, but
potentially suboptimal when employed in a financial context. Indeed, it is possible
to argue that prospect theory is in fact a family of heuristics concerning how peo-
ple make choices when confronted with risky options.

The topic of Chapter 6 is overconfidence, as can be manifested in excessive op-
timism and an illusion of control. The latter is a person’s belief that he has a kind
of “magical” control over events. Could it be that these tendencies are involved
when people exhibit risk-seeking behavior?

In Chapter 7, we discuss how emotion influences decision-making. Some argue
that decision-making under risk, in general, and prospect theory, in particular, has
a strong emotional basis.26 In line with this, evidence has been provided that the
weighting function shifts farther away from linearity (i.e., probability-weighting)
as the context of the choice becomes more emotion-laden.27 Should it be surprising
then that, as will be described in Chapter 10, certain key financial behaviors (in
particular, the house money effect and disposition effect) have competing prospect
theory and emotion explanations?

COMPETING ALTERNATIVE THEORIES We do not want the reader to be left with the view
that prospect theory, as it now stands, is the final word. Indeed, other alternatives
to expected utility theory have been produced. As one recent review writes, “how
many [readers] … will be aware that these so-called non-expected utility models
now number well into the double figures?”28 Some of these theories are more nor-
mative in nature, while others are more positive in nature.29

3.3 FRAMING

In Chapter 1 we introduced the concept of framing. Recall that a decision frame is
a decision-maker’s view of a problem and the possible outcomes. A frame is af-
fected by the presentation, the person’s perception of the question, and personal
characteristics. If a person’s decision changes simply because of a change in frame,
expected utility theory is violated because it assumes that people should have con-
sistent choices, regardless of presentation. We saw an illustration of how the frame
matters in Problem 2 earlier in this chapter where respondents were asked to imag-
ine different starting wealth positions. We now turn to another problem where the
frame matters. In this case, the outcomes are nonmonetary.
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DOES PROSPECT THEORY WORK WITH NONMONETARY OUTCOMES?

In the following problem, would you choose Program A or Program B?30

Problem 8 (Survival frame):

Imagine that the United States is preparing for the outbreak of an unusual
Asian disease, which is expected to kill 600 people. Two alternative programs
to combat the disease have been proposed. Assume that the exact scientific es-
timates of the consequences of the programs are as follows:

If Program A is adopted, 200 people will be saved.

If Program B is adopted, there is a ⅓ probability that 600 people will be saved,
and a ⅔ probability that no people will be saved.

Which of the two programs would you favor?

Of the respondents to Problem 8, 72% picked Program A. The majority seems to be
risk averse. Notice what happens when the same problem is framed in a different way:

Problem 8 (Mortality frame):

Imagine that the United States is preparing for the outbreak of an unusual
Asian disease, which is expected to kill 600 people. Two alternative programs
to combat the disease have been proposed. Assume that the exact scientific es-
timates of the consequences of the programs are as follows:

If Program C is adopted, 400 people will die.

If program D is adopted, there is a ⅓ probability that nobody will die, and a
⅔ probability that 600 people will die.

Which of the two programs do you favor?

In this case, 78% of the respondents chose Program D. Though the problems are
identical, now the majority seems to be risk seeking. Kahneman and Tversky report
this change in risk attitude for students, faculty, and physicians alike. This clearly
illustrates that the frame matters.

The results are consistent with prospect theory once we recognize that the two
problem descriptions suggest the use of different reference points: the survival
frame starts from full mortality and moves toward partial survival, while the mor-
tality frame starts from full survival and moves toward partial mortality. Saving
lives (survival frame) is a gain, while conceding casualties (mortality frame) is a
loss. Since people are prone to loss aversion, the lost lives in the mortality frame
loom larger than the lives saved in the survival frame.

INTEGRATION VS. SEGREGATION

In the previous two problems, the questions were posed to encourage a particular
reference point (e.g., lives saved or lives lost). In many cases, the decision-maker
chooses the reference point, and whether an outcome is perceived as positive or
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negative will depend on the reference point selected. For example, suppose you lost
$150 at the horse track today.31 You are considering betting another $10 in the
next and final race of the day on a horse with 15:1 odds. This means that if your
horse wins, your payoff for the race will be $150, but if your horse loses, you lose
the $10 bet. Notice how important the bettor’s reference point is here. If he in-
cludes his losses over the day, the bet will result in either a break even position if
the horse wins or an overall loss of $150 if the horse loses. But if the bettor ignores
his prior losses and considers his reference point to be a fresh slate, the outcome of
the final bet is either a gain of $150 or a loss of $10. Prospect theory predicts that
a decision-maker who adopts the latter approach of segregating outcomes will be
less inclined to accept risk in this situation, both because the gamble crosses over
between a loss and a gain so that loss aversion stares at her, and, to the extent
that we are in the domain of gains, the value function is concave. In contrast, a
decision-maker who takes the first reference point and integrates the outcomes of
the bets on the day will be more risk seeking since she will be in the domain of
losses. For this type of person, the last bet presents the opportunity to break even.

Figure 3.4 illustrates the difference between integration and segregation. Inte-
gration occurs when positions are lumped together, while segregation occurs when
situations are viewed one at a time. Standard prospect theory mostly assumes that
people segregate, though Kahneman and Tversky did recognize that sometimes
people adopt the frame of integration. They note, for example, that more bets are
placed on long shots at the end of a racing day, suggesting that at least some bet-
tors are integrating the outcomes of races and taking risks they would not ordinar-
ily take in order to try to break even.32

In the horse racing example, some people are willing to increase their risk in
order to break even. When risk increases after losses, this is called the break even

FIGURE 3.4 Integration vs. Segregation
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effect. How would people behave, according to prospect theory, after gains? Symme-
try might suggest that risk taking would decline, but the reality is otherwise. If new
decisions (e.g., whether and how much to bet on the next race) are integrated with
prior gains, then, because you have moved up the value function and are some dis-
tance from the loss boundary, it is likely that you will be willing to assume greater
risk. Using the language of the casino rather than the track, you are betting with the
“house money.” The house money effect is said to be operative when someone in-
creases risk taking after prior gains. Both the break even effect and the house money
effect are quite important in the context of financial decision-making because they
may influence decisions after portfolio growth or shrinkage. For this reason, they
will be revisited extensively in Chapter 10. We now turn to the related issue of men-
tal accounting, where the issue of integration versus segregation is also critical.

3.4 MENTAL ACCOUNTING

As we have seen, the framing of outcomes has an important impact on the deci-
sions people make. Let us turn to an example of this in a riskless context. Answer
the following yes-or-no question.

Problem 9:

Imagine that you have decided to see a play where admission is $10 per ticket.
As you enter the theater, you discover that you have lost a $10 bill. Would you
still pay $10 for a ticket to the play?

Mentally note your response, and then answer the next yes-or-no question.33

Problem 10:

Imagine that you have decided to see a play and have paid the admission price
of $10 per ticket. As you enter the theater, you discover that you have lost the
ticket. The seat was not marked and the ticket cannot be recovered. Would
you pay $10 for another ticket?

Of course nothing is really different between the questions. A certain amount of
money ($10) has been irretrievably lost, and the only decision you have to make is
whether or not the theater experience is worth $10 to you. Whether or not the $10
was lost in the form of cash or in the form of a theater ticket is truly irrelevant. Do
people see it this way? Many do not. Of the respondents given the first question,
88% said they would buy a ticket. Yet, of the respondents given the second version
of the question, the majority (54%) said they would not buy a ticket.

OPENING AND CLOSING ACCOUNTS

The difference in the responses is due to mental accounting. Mental accounting
is one method people use to make decision-making manageable. According to
Richard Thaler, “mental accounting is the set of cognitive operations used by
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individuals and households to organize, evaluate, and keep track of financial
activities.”34 Key components of mental accounting are account assignment, clo-
sure, and evaluation. Consider what sorts of accounts may exist. Many people
nominally place their money in silos: expenditures (food, housing, entertainment,
vacation), wealth (checking account, retirement savings), and income (salary, bo-
nus). It is important to note that often these “accounts” are mental constructs
rather than actual accounts. For example, most of us have not explicitly set up a
bank account (or piggy bank) for entertainment.

Traditionally, economists have assumed that funds are fungible (substitutable),
but, because of the silo approach created by mental accounting, this may not be so.
Actual decisions people make indicate that money is not always fungible. While
distortions and otherwise odd behavior can result, mental accounting can have a
beneficial side in that it may help people exert self-control, encouraging the use of
rules such as “don’t dip into retirement savings,” and “pay for luxuries (like vaca-
tions to Cancun or Crete) out of savings.”35 People may, thus, be encouraged to
economize and save more.

Returning to the ticket problem, when the ticket was originally purchased, a
“ticket purchase account” was set up. If all had gone as planned, the play would
have been attended using the original ticket, the pleasure of witnessing the play
would have offset the cost of the ticket, and the “ticket purchase account” would
have been closed. In Problem 9, the lost $10 bill is not directly linked to the ticket,
so people are willing to purchase a new ticket. While not happy about losing $10,
absent budget constraints, there is no reason to connect this loss to the ticket pur-
chase decision. On the other hand, in Problem 10, the price of an additional ticket
is posted to the still open “ticket purchase account,” so the price of a ticket now
seems to be $20, which many find to be too high a price.

EVALUATING ACCOUNTS AND CHOOSING WHEN TO CLOSE THEM

In the previous problem, there was a natural time to close the account. When a
consumption item is paid for in advance, it is natural to close the account when
the item is actually consumed (i.e., the play is attended). Other accounts may, how-
ever, be somewhat more subtle. Consider the case where there is more discretion as
to when accounts should be evaluated and/or closed. Accounts set up for saving
and investment fall into this category. How often are such accounts examined—
every day or just once a year? And, a different question: How often and under
what circumstances are they closed—whenever they are examined, or might other
triggers be needed? The answer will surely depend on the type of account. Behavior
with respect to retirement savings is likely to be different from behavior with re-
spect to your “lunch money” account.

Prospect theory tells us that people feel losses more severely than gains, which
implies that when there is discretion as to when to close an account, they may
choose to avoid doing so if losses will result. If gains, on the other hand, will result,
they may be quite ready to close an account. An example of this is in the context of
a stock portfolio. Consider a stock investor who has witnessed one of his picks
drop in price. As long as he holds it, he can view it as a “paper loss.” Such a frame
means that the account remains open. Selling the stock, which can actually be
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advisable from a tax perspective, necessitates closing the account—and closing the
account, especially because of loss aversion, is a painful experience. On the other
hand, selling a winning stock allows one to close the account in the gain territory
and enjoy the associated gain. The tendency to avoid selling losers is known as the
disposition effect.36 It is an important investor behavior, and we will revisit it in
detail in Chapter 10.

The disposition effect, along with the previously discussed break even and
house money effects, suggest that decisions often have path dependence to them.
Path dependence exists if it is important to your decision how you got where you
are rather than merely focusing on your current location. It takes enormous mental
discipline to simply look forward without agonizing or gloating over what has
transpired. It seems that many have some way to go.

CLOSURE, INTEGRATION, AND SEGREGATION

Consider what is going on in the previous stock example. According to the pros-
pect value function, a loss is painful, which is why the investor holds off selling
the stock. In effect, his frame is to integrate the current decision and the past per-
formance of the stock. What would segregation look like? Segregation would imply
separating the past from decisions to be made now. So the type of investor who
looks at a stock and notices that it has dropped, realizes that this event is history,
and resets his new reference point to the current stock price, is segregating. Such
an approach precludes a disposition effect.

What about the theater ticket purchase example? In this problem, whether the
additional $10 is spent on the ticket depends on whether the prior loss of $10 is in-
tegrated with or segregated from the cost of the ticket. If the lost $10 theater ticket
in Problem 10 is integrated with the cost of a new ticket, a decision-maker would
view the cost of a ticket as $20, as the majority of respondents did. But, again, a
proper view would be to segregate and realize that the original lost ticket is a
sunk cost.37

3.5 FROM THEORY TO PRACTICE

Although prospect theory has been the prominent behavioral theory, it is not ac-
cepted by all. Some economists question the reliability of the challenges to expected
utility theory outlined earlier in this chapter because many of the studies were
based on hypothetical choice problems given to students.38 In economics it is im-
portant that the researcher ensure that the decision-maker has adequate incentives,
which means that real money is at stake rather than hypothetical outcomes.39

Others argue that students are not representative of the general population. Later,
researchers continued to document the phenomena reported by Kahneman and
Tversky with diverse subject pools including game show contestants.40 Though
many experiments present results that are consistent with prospect theory, some
do not.41 Finally, it is important to remember that prospect theory is a model of in-
dividual behavior. Behavioral research on individual choices and market outcomes
are both based on the evidence that individuals are affected in systematic ways by
psychological influences. Yet, it is not entirely clear how individual behavior
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aggregates to predict group decisions or, of particular interest to us in finance, mar-
ket outcomes.42

According to Nobel prize-winning economist Vernon Smith, “[w]ell-formulated
theories in most sciences tend to be preceded by much observation, which in turn sti-
mulates curiosity as to what accounts for the documented regularities.”43 Through-
out the remainder of this book, many consistently observed deviations from
traditional theory will be presented. It is the consistency of the behavior that has
stimulated the curiosity of behavioral researchers. In addition to describing observed
human behavior, we will consider how financial decision-making is affected, as well
as how you, as an aware decision-maker, can make better financial decisions.

CHAPTER HIGHLIGHTS

1. Using decision-making problems, psychologists have noted violations of ex-
pected utility theory.

2. Prospect theory, developed by Daniel Kahneman and Amos Tversky, is the
most accepted behavioral model of individual behavior.

3. There are three key aspects of observed behavior: risk aversion in gains and
risk seeking in losses; gains and losses are defined relative to a reference
point; and losses loom larger than gains (loss aversion).

4. In prospect theory, the value function replaces the idea of utility.
5. Prospect theory uses overweighting of small probabilities to explain why a

person might buy a lottery ticket and insurance.
6. Cumulative prospect theory, an extension of the original model, includes

more flexible decision weights that reflect overweighting of low probabilities
and different weights for gains and losses of equal size.

7. The certainty effect is the finding that people overweight more certain
outcomes.

8. Kahneman and Tversky used experimental evidence to propose functional
forms for value and weighting functions.

9. How a problem is framed or presented can affect the choices people make.
10. People use mental accounting to organize, evaluate, and monitor financial

matters.
11. Three aspects of mental accounting are important: the decision frame, assign-

ment of accounts, and frequency of account evaluation.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Lottery and insurance
b. Segregation and integration

c. Risk aversion and loss aversion
d. Weighting function and event

probability

PROSPECT THEORY, FRAMING, AND MENTAL ACCOUNTING 53



2. According to prospect theory, which is
preferred?

a. Prospect A or B?
Decision (i). Choose between:

A(0.80, $50, $0) and
B(0.40, $100, $0)

b. Prospect C or D?
Decision (ii). Choose between:

C(0.00002, $500,000, $0) and
D(0.00001, $1,000,000, $0)

c. Are these choices consistent with ex-
pected utility theory? Why or why not?

3. Consider a person with the following value
function under prospect theory:

υ(w) = w.5 if w ≥ 0
= −2(−w) .5 if w < 0

a. Is this individual loss averse? Explain.

b. Assume that this individual weights va-
lues by probabilities, instead of using a
prospect theory weighting function.
Which of the following prospects would
be preferred?

P1(.8, 1000, −800)
P2(.7, 1200, −600)
P3(.5, 2000, −1000)

4. Now consider a person with the following
value function under prospect theory:

υ(w) = w.8 if w ≥ 0
= −3(−w).8 if w < 0

This individual has the following weighting
function:

πðprÞ = prγ

ðprγ + ð1 − prÞγÞ1=γ
where we set γ = .65.
a. Which of the following prospects would

he choose?

PA(.001, −5000)
PB(−5)

b. Repeat the calculation, but using proba-
bilities instead of weights. What does
this illustrate?

5. Why might some prefer a prix fixe (fixed
price) dinner costing about the same as an à
la carte one (where you pay individually for
each item)? (Assume the food is identical.)
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A P P E N D I X
CHAPTER 3
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CONDITIONS REQUIRED FOR THE PROSPECT
THEORYWEIGHTING FUNCTION

In their seminal 1979 paper first outlining prospect
theory, Kahneman and Tversky set out a number
of conditions that, according to the evidence, an
appropriate weighting function should embody.

Below we list the conditions, show how revealed
prospect choices require them, and illustrate them
in terms of the hypothetical weighting function
equation 3.3 (and depicted in Figure 3.2).

CONDITIONS

n Low-probability overweighting: For low pr,
π(pr) > pr.
From Problems 4 and 5, we see that risk aver-
sion/seeking in the positive/negative domain
becomes risk seeking/aversion when the
positive-outcome/negative-outcome event has
a low probability. This suggests that the
weight attached to a low-probability event is
higher than its probability. Referring to the
graph, we see that the weighting function is
indeed above the 45% degree line (where
π = pr) for low probabilities.

n Subadditivity: For low pr, π(r *pr) > rπ(pr),
where 0 < r < 1.
Intuitively, this means that the second deriva-
tive of the weighting function is negative at
low probabilities. If this were not so, since for
low probabilities π(pr) > pr, weights would
move farther and farther away from pr with
increases in pr. Recall that the P21 versus P22
typical choice (from Problem 7) is:

A3.1 P21(0.001, $6,000) ]
P22(0.002, $3,000)

Subadditivity follows from this choice.We have:

A3.2 π(.001) * υ(6000) >
π(.002) * υ(3000)

Rearranging and invoking risk aversion in the
positive domain we have:

A3.3 π(.001) / π(.002) >
υ(3000) / υ(6000) > .5

This is rewritten as:

A3.4 π(.001) > .5π(.002)

Letting r = .5 and pr = .002, we have our re-
sult. Again, graphically, we observe that the
slope is declining because the second deriva-
tive of the weighting function is negative for
low probabilities.

n Subcertainty:π(pr) +π(1−pr) <1,where0<pr<1.
To demonstrate subcertainty, recall the pro-
spects that we used to demonstrate the Allais
paradox in Chapter 1. Returning to those
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choices, but now using prospect theory in-
stead of expected utility theory, we have for
the first choice (where we are now working in
millions of dollars):

A3.5 V(A) = υ($1) > π(.89)υ($1) +
π(.1)υ($5) = V(A*)

This simplifies to:

A3.6 [1 − π(.89)]υ($1) > π(.1)υ($5)

For the second choice we have:

A3.7 V(B*) = π(.1)υ($5) >
π(.11)υ($1) = V(B)

Putting the two together we have:

A3.8 [1 − π(.89)]υ($1) > π(.11)υ($1)

This simplifies to:

A3.9 1 > π(.11) + π(.89)

Subcertainty is consistent with the hypothetical
weighting function, as was illustrated in our
discussion of hypothetical value and weighting
functions earlier in the chapter. Additionally, it
is quite clear from an inspection of the graph.
Logically, if there is an overweighting of low
probabilities and subcertainty holds, then it
must be the case that after a certain point prob-
abilities are underweighted rather than over-
weighted. We see this crossover in the figure

where the weighting function cuts the 45% de-
gree line from above.

n Subproportionality:
π(pr*q)/π(pr)≤π(pr*qr)/π(pr*r) where r ≤ 1.
Subproportionality follows from the typical
choices made in both parts of Problem 7. To
review the first choice implies:

A3.10 π(.90) * υ(3000) >
π(.45) * υ(6000)

Rearranging yields:

A3.11 υ(3000) / υ(6000) >
π(.45) / π(.90)

And the second choice implies:

A3.12 π(.001) * υ(6000) >
π(.002) * υ(3000)

Rearranging yields:

A3.13 π(.001) / π(.002) >
υ(3000) / υ(6000)

The two choices together imply:

A3.14 π(.001) / π(.002) > π(.45) / π(.90)

This is the desired result if we let pr = .9, q = .5,
and r = 1/450. In terms of our hypothetical func-
tion, we have: π(.001) = .0110; π(.002) = .0172;
π(.001)/π(.002) = .64; π(.45) = .4104; π(.90) =
.7456; and π(.45)/π(.90) = .55, which is consis-
tent with what is required.
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4CHALLENGES TO MARKET

EFFICIENCY

4.1 INTRODUCTION

Since the heyday of the market efficiency hypothesis about 30 years ago, research-
ers have gradually, both on theoretical and empirical grounds, increasingly chipped
away at its edifice. While, as discussed in Chapter 2, early tests of market efficiency
were largely positive, more recent empirical evidence has uncovered a series of
anomalies. Anomalies are empirical results that appear, until adequately explained,
to run counter to market efficiency. Appear is the operative word since virtually all
tests of market efficiency require the use of an asset pricing model to adjust for
risk. The result is that efficiency tests are by their very nature joint hypothesis tests,
which means that market efficiency and a particular risk-adjustment technique
(CAPM until more recent tests) together constitute the maintained hypothesis. Re-
jection implies either inefficiency or an inappropriate risk-adjustment method (or
perhaps both). Because one cannot say which, it is virtually impossible to categori-
cally reject efficiency. The first half of this chapter reviews some of these key
anomalies.

Empirical evidence notwithstanding, it has been suggested that for theoretical
reasons the forces of rational valuation may be weaker than many at first
believed.1 When those investors who are on the lookout for opportunities detect
mispricing, it is natural that through their trading they will try to take advantage
of them. Market efficiency suggests that the collective action of such traders causes
such opportunities to be arbitraged away. Technically, arbitrage involves the simul-
taneous purchase and sale (or short-sale) of securities (which are perfect substitutes)
so as to lock in a risk-free profit.2 In the second half of this chapter, we argue that
because there are significant limits to arbitrage, not all mispricing need disappear
quickly. These limits stem from noise-trader risk (the possibility that mispricing
worsens in the short run); fundamental risk (which exists when the substitute secu-
rity is an imperfect substitute); and implementation costs (trading costs and the
potential nonavailability of the security that must be short-sold).
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4.2 SOME KEY ANOMALIES

This section reviews a few highlights from the empirical literature on anomalies. In
particular, focus is accorded to: 1) lagged reactions to earnings announcements;
2) the small-firm effect; 3) value versus growth; and 4) momentum and reversal.
The last two anomalies are especially important since they appear prominently later
in the book. Explanations of these anomalies, behavioral or otherwise, will for the
most part be deferred until Chapter 13.

LAGGED REACTIONS TO EARNINGS ANNOUNCEMENTS

Market efficiency tests based on earnings announcements have typically used the
event study methodology.3 The essence of an event study is to look at a large num-
ber of similar events (e.g., earnings announcements, stock splits, dividend changes,
secondary equity offerings, etc.) for a comprehensive sample of firms; work in
terms of event-time rather than calendar-time; calculate excess returns on days
leading up to the event, on the day of the event, and on days after the event; aver-
age these excess returns (or residuals) over all events in the sample; and then
accumulate these average residuals to arrive at cumulative average residuals
(CARs). Recall that excess returns are over and above what needs to be earned in
compensation for the risk borne. If markets are efficient, we should expect to see a
positive/negative reaction to good/bad news (i.e., a rising/falling CAR path) over a
window that includes the event (along with a gradual comparable reaction on days
prior to the event as the word gradually gets out), but no further reaction on days
after the announcement, since an efficient market should have completely reacted
to relevant information immediately after the occurrence of the event.

An important event that all firms regularly experience is an earnings an-
nouncement. Early earnings-announcement event studies generally tended to find
evidence consistent with market efficiency,4 while later (often more methodologi-
cally subtle) studies in this vein often found evidence casting doubt on efficiency.
As an example of the latter, Richard Rendleman, Charles Jones, and Henry
Latane examined daily return data around the quarterly earnings announcements
of about 1,000 firms during 1972–1980.5 Their procedure was to divide earnings
announcements into 10 deciles, ranging from extremely positive (in decile 10) sur-
prises to extremely negative (in decile 1) surprises. Surprises are defined to be
announced earnings minus expected earnings (scaled by volatility). More specifi-
cally, for each (earnings) event, they calculated standardized unexpected earnings
(SUE), as follows:

4.1 SUE =
EPS − EðEPSÞ

SEE

where EPS and E(EPS) are actual and forecasted earnings per share, respectively.
Forecasts were generated by a time-series regression, whose unexplained compo-
nent was used to calculate what is known as the standard error of the estimate (or
SEE), which is a reflection of earnings volatility. Based on these SUE values, each
announcement was put into one of the SUE categories. Next, CAR paths were cal-
culated over the relevant quarter for each of the SUE categories.
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Figure 4.1 tells the story. Notice that to a certain extent the market anticipates
positive and negative surprises, since news comes out in a number of forms (not
just in earnings announcements) and publicized earnings forecasts are changed
gradually. Also, as expected, on the day of the announcement the market reacts
positively to positive surprises and negatively to negative surprises. Most notable,
though, from the standpoint of efficiency, is the tendency for there to be a contin-
ued drift in prices, especially after unexpected very good or unexpected very bad
earnings announcements. This is inconsistent with market efficiency since it ap-
peared that the drift was sufficiently large so that, even after covering likely trans-
action costs, a speculative profit would remain.

SMALL-FIRM EFFECT

The small-firm effect is the tendency for firms with low levels of market capitaliza-
tion to earn excess returns after accounting for market risk. Using U.S. data, for

FIGURE 4.1 CAR Paths for Quarterly Earnings Announcements
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example, a portfolio—long the smallest firms and short the largest firms—was able
to earn 1.52% per month during 1931–1975.6 Deepening the mystery, further re-
search indicated that much of the small-firm effect was concentrated in January,
implying that in some sense the effect was largely a “January effect.”7

A number of different explanations were advanced. The tax-loss selling-pressure
hypothesis argued that some investors sold securities at the end of each calendar year
to establish short-term capital losses for income tax purposes. Selling pressure at
year-end temporarily depressed prices, after which they rebounded in January. This
view was reinforced by the fact that the size of a stock’s rebound was directly related
to how poorly the stock had performed in the prior year.8 Even if a tax-based story
is compelling, efficiency is not in the clear since the question remains why arbitra-
geurs did not largely eliminate the decline in prices at year-end.

Whenever puzzling results are found, for them to be taken seriously they must
pass the consistency test. In other words, it is always possible to detect correlations
in data merely due to randomness, but these correlations are only compelling if
they hold over a number of periods. Such consistency leaves an anomaly less sus-
ceptible to the data-snooping criticism. The argument here is that the

more scrutiny a collection of data receives, the more likely “interesting” spuri-
ous patterns will be observed. Stock prices are probably the most studied fi-
nancial series and, therefore, most susceptible to data snooping.9

In other words, data snooping is the act of analyzing a dataset “to death” so as to
detect “anomalies.” As the previous quote makes clear, patterns in the data will of-
ten be found merely because of randomness.

In this regard, the stability of the small-firm effect has been questioned. Most
troubling, the small-firm effect has declined dramatically in the last 20 years or
so.10 One possibility is that published research has revealed to arbitrageurs profit-
able opportunities that they have then systematically exploited. Anecdotal evidence
in support of this is the fact that small-cap investing became a recognized strategy
employed by specialists shortly after the publication of relevant research.

VALUE VS. GROWTH

Further problems for market efficiency appeared under the rubric “value
investing.” Value stocks are defined to be stocks with prices that are low relative
to such accounting magnitudes as earnings, cash flows, and book value. Con-
versely, growth stocks (or glamour stocks) are stocks with prices that are high rela-
tive to earnings, cash flows and book value, at least in part because the market
anticipates high future growth. Value investing is the tendency to overweight value
stocks (relative to growth stocks) in one’s portfolio.

A study by Sanjoy Basu focused on price-to-earnings (P/E) ratios.11 Sampling
an average of 500 stocks per year over 1956–1969, he grouped them into quintiles
on the basis of P/E ratios: the 20% with the highest P/Es were put in one quintile,
the 20% with the second-highest P/Es were put into the next quintile, and so on.
Hypothetical portfolios were formed at the beginning of the year and then held for
12 months. Table 4.1 shows average returns for each quintile over the 14 years of
the sample. Other than the fact that there was virtually no difference between the
two highest P/E quintiles (A and B) in terms of future returns, it is apparent that
high P/E firms had lower returns than did low P/E firms. Market risk did not
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account for this regularity, however. From the table, it is clear that low P/E portfo-
lios were actually less risky than were high P/E portfolios—at least in the sense of
CAPM and beta risk.

A related anomaly is based on the book-to-market price (B/P) ratio. Research
has indicated that firms with high book-to-market ratios have tended to outper-
form firms with low book-to-market ratios, after controlling for risk. Table 4.2
provides the relevant findings from one study.12 The highest book-to-market decile
(decile 10) earned on average 17.3%, while the lowest book-to-market decile (dec-
ile 1) earned 11.0%. Over five-year return intervals, the gap was even greater:
19.8% vs. 9.3%.

Still other research along these lines was in terms of the CF/P (cash flow-
to-price) ratio, with higher/lower CF/Ps leading to higher/lower future returns.13

Once again, note that all three anomalies considered so far in this section share a
common characteristic: they are based on ratios that compare per share accounting
magnitudes (earnings, book values, and cash flows) to market values per share.
Holding these accounting measures constant, a lower price has an impact on all
three ratios, and, according to the evidence, leads to higher future returns. The
same holds in reverse for higher prices, with lower future returns often being on
the horizon. So, it is likely that these value anomalies are related.

As mentioned earlier, mitigating the criticism of data snooping to a great ex-
tent is consistency over different markets and time periods. In Table 4.3, the re-
turns from various value investing approaches (that is, using different price ratios
as screens) are shown for the United States, Japan, the United Kingdom, France, and
Germany during 1975–1995.14 We see that in all 15 cases value stocks outperformed

TABLE 4.2 PORTFOLIO PERFORMANCE (%) BY B/P GROUP

Decile 1:
Lowest
B/P

Dec. 2 Dec. 5 Dec. 6 Dec. 9 Dec 10:
Highest
B/P

Annual return 11.0 11.7 13.1 15.4 18.3 17.3

Avg. return over 5 years 9.3 12.5 15.8 16.6 19.6 19.8

Source: Lakonishok, J., A. Shleifer, and R. Vishny, 1994, “Contrarian investment, extrapolation and risk,” Journal of
Finance 49, 1541–78.

TABLE 4.1 STATISTICS BY P/E GROUP

Quintile
A: High
P/E

Quintile
B

Quintile
C

Quintile
D

Quintile
E: Low
P/E

Median P/E 35.80 19.10 15.00 12.80 9.80

Average return 9.34% 9.28% 11.65% 13.55% 16.30%

Estimated beta 1.11 1.04 0.97 0.94 0.99

Source: Basu, S., 1977, “Investment performance of common stocks in relation to their price-earnings ratios: A test of
the efficient market hypothesis,” Journal of Finance 32, 663–682.
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glamour stocks, where value/glamour portfolios were formed within each country by
forming portfolios from the top/bottom 30% of stocks for each year on the basis of
beginning-of-year B/P, E/P, and CF/P.15

MOMENTUM AND REVERSAL

As was discussed in Chapter 2, weak form efficiency stipulates that returns should
not be predictable by conditioning merely on lagged returns.16 There is abundant
evidence that this does not always hold in practice. Importantly, the sign of the cor-
relation is horizon-dependent. Momentum exists when returns are positively corre-
lated with past returns, while reversal exists when returns are negatively correlated
with past returns. For short-term (one-month) intervals, there is reliable reversal.17

For medium-term intervals (about 3–12 months) there is well-documented momen-
tum. And for long-term intervals (about 3–5 years) reversal is typical. The first ap-
pears to be primarily a technical issue, making medium-term momentum and long-
term reversal of greater interest.18

We begin with the latter since this work came to light first. Werner De Bondt
and Richard Thaler formed portfolios of “winner” and “loser” portfolios based
on past stock market performance relative to benchmarks.19 One way in which
they operationalized this was by forming portfolios of the top/bottom 50 stocks in
terms of performance net of the market over the previous three years. Then these
winner and loser portfolios were tracked going forward. If markets are efficient
(and we have appropriately adjusted for risk), there should be no difference be-
tween the post-formation returns of winners and losers. Figure 4.2, based on five-
year formation periods and future returns being tracked five years out, indicates
that there are substantial differences. The difference between winners and losers is
stark, with past losers substantially outperforming past winners. Also salient from
the figure are two other points: first, much of the difference is generated by the
strong performance of losers rather than the weak performance of winners; and,
second, much of the return boost/drop occurs in the month of January. A further
point, not apparent from the figure, is the fact that while there are differences
between winning and losing portfolios that are significant in a statistical sense, the
p-values are not convincingly high.

TABLE 4.3
PORTFOLIO PERFORMANCE (%) FOR VALUE VS. GLAMOUR STOCKS IN

VARIOUS COUNTRIES

B/P E/P CF/P

Country Market Value Glamour Value Glamour Value Glamour

U.S. 9.57 14.55 7.55 14.09 7.38 13.74 7.08

Japan 11.88 16.91 7.06 14.14 6.67 14.95 5.66

U.K. 15.33 17.87 13.25 17.46 14.81 18.41 14.51

France 11.26 17.10 9.46 15.68 8.70 16.17 9.30

Germany 9.88 12.77 10.01 11.13 10.58 13.28 5.14

Source: Fama, E. F., and K. R. French, 1998, “Value vs. growth: The international evidence,” Journal of Finance 53,
1975–99.
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Several years later, intermediate-term (3–12 month) momentum was documen-
ted by Narasimhan Jegadeesh and Sheridan Titman.20 Their approach was similar
to that of De Bondt and Thaler except that their return intervals were shorter.
Table 4.4 reproduces some key results from their paper. They found, for example,
that a long-short zero-cost portfolio formed on the basis of returns over the previ-
ous six months earned an average excess return of 0.95% per month over the next
six months. Other research found that momentum existed not just at the level of
the firm, but also at the level of the industry.21 Nevertheless, industry momentum,
though substantial, did not subsume firm-specific momentum. While transaction
costs lead to some erosion of momentum profitability, they remain reliable for in-
stitutional investors.22 Also, there is a relationship between post-earnings an-
nouncement drift and momentum—though whether momentum disappears after
accounting for post-earnings announcement drift is a point of debate.23

As mentioned earlier, the charge of data snooping is lessened by demonstrating
that anomalies operate outside the market where they are first discovered. Momen-
tum has been found to be robust internationally. In an examination of 12 Euro-
pean countries, momentum profits to a long-short strategy of 1% per month were
found.24 Another study found the presence of momentum in most countries around
the world, with Japan being a notable exception.25 Additionally, though research

FIGURE 4.2 Cumulative Average Residuals for Winner and Loser Portfolios of
35 Stocks (1–60 months into the test period)
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in this regard is of a more limited nature, long-term reversals have been documen-
ted in a number of markets outside the United States.26

4.3 NOISE-TRADING AND LIMITS TO ARBITRAGE

THEORETICAL REQUIREMENTS FOR MARKET EFFICIENCY

Market efficiency theoretically rests on three supports: investor rationality, uncor-
related errors, and unlimited arbitrage. Only one support is required for market ef-
ficiency. If all three fail, market efficiency can be called into question.

SUPPORT 1: ALL INVESTORS ARE ALWAYS RATIONAL The first potential support for market
efficiency is investor rationality, specifically that all investors are always rational.
Most would agree that this merits little discussion: its falseness is clear to all those
who have had discussions with a few retail investors and have as a result observed
that some investors at least some of the time execute trades on less than fully ratio-
nal grounds. Even more sophisticated investors, if honest with themselves, will
sometimes have to plead guilty in this regard. Fischer Black, in his 1986 American
Finance Association Presidential Address, put it aptly:27

People sometimes trade on information in the usual way. They are correct in
expecting to make profits from these trades. On the other hand, people some-
times trade on noise [our italics] as if it were information. If they expect to
make profits from noise trading, they are incorrect.

By the way, as we will later discuss, the accuracy of the last statement has been
debated. But focusing on the heart of the quote, what did Black mean by “noise”?
Noise exists when trades are based on misinformation, that is, information not rel-
evant for the valuation of securities. Noise (and the trading it induces) is not neces-
sarily an unmitigated evil as it provides liquidity to markets. In fact, without noise,

TABLE 4.4
RETURNS (%)/MONTH AND T-STATS (IN PARENTHESES) FOR VARIOUS

MOMENTUM STRATEGIES

Test period (months)

3 6 9 12

Formation
period
(months)

3 0.0032
(1.10)

0.0058
(2.29)

0.0061
(2.69)

0.0069
(3.53)

6 0.0084
(2.44)

0.0095
(3.07)

0.0102
(3.76)

0.0086
(3.36)

9 0.0109
(3.03)

0.0121
(3.78)

0.0105
(3.47)

0.0082
(2.89)

12 0.0131
(3.74)

0.0114
(3.40)

0.0093
(2.95)

0.0068
(2.25)

Source: Jegadeesh, N., and S. Titman, 1993, “Returns to buying winners and selling losers: Implications for stock
market efficiency,” Journal of Finance 48, 65–91.
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there would be very little trading because the informed would lack ready counter-
parties and they would only trade due to cash needs.

SUPPORT 2: INVESTOR ERRORS ARE UNCORRELATED People may trade on noise because
they think they have useful information or simply because they enjoy trading. The
behavior of such people may be socially driven in that they may trade based on a
rumor provided by a neighbor, friend, or coworker.28 They may even trade be-
cause they observe others trading and don’t want to miss out on a good thing.

If the behavior of such traders were random, there would be no cause for con-
cern about the efficiency of markets because their trades would cancel out. There
would be negligible impact on prices. But, as will be seen in later chapters, the evi-
dence provided by psychologists indicates that people are subject to the same kinds
of judgment errors—that is, people often deviate from expectations in the same
way. This is where problems arise. If traders’ behavior is correlated, they may drive
prices farther and farther from fundamental value.

Social forces may also influence many of us. The importance of the latter is
stressed by Robert Shiller:29

Investing in speculative assets is a social activity. Investors spend a substantial
part of their leisure time discussing investments, reading about investments, or
gossiping about others’ successes or failures in investing. It is thus plausible
that investors’ behavior (and hence prices of speculative assets) would be
influenced by social movements. Attitudes or fashions seem to fluctuate in
many other popular topics of conversation, such as food, clothing, health, or
politics. These fluctuations in attitude often occur widely in the population and
often appear without any apparent logical reason. It is plausible that attitudes
or fashions regarding investments would also change spontaneously or in arbi-
trary social reaction to some widely noted events.

Whether psychology or social forces (or some combination) are the key, when large
numbers of investors simultaneously and erroneously value some or all securities in
the same way, we say that sentiment is driving prices. One can therefore say that
sentiment is noise that is correlated among many investors. A commonly used
term (which we will adopt) to characterize such individuals is noise-traders.

SHILLER’S MODEL Shiller formulates a simple heuristic model of equilibrium in a
world where one group of investors, the so-called smart-money traders, trade for
purely rational reasons, while a second group (we will refer to them as noise-
traders) estimates value based at least in part on noise, and this noise is correlated,
leading to broad sentiment.30 Note that many, though far from all, retail (or indi-
vidual) investors will be in this latter category. Even some institutional investors
without discernible skills may be appropriately slotted here.

In Shiller’s model, there is only one risky security. This is tantamount to looking
at things at the level of the stock market. When noise-traders are too optimistic
about market prospects, they push up the price of this risky security too high; when
they are too pessimistic, they push its price down below fundamentals. In the former
case, once they realize the error of their ways—this may happen quickly or slowly—
the price will decline, leading to a transitional period of lower-than-typical returns.
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In the latter case, once clear thinking is restored, the price will rise, leading to a tran-
sitional period of higher-than-typical returns. This model assumes that smart-money
investors want to remain invested in the market even if prices are somewhat higher
than they should be (implying that lower-than-typical returns are in the offing).31

Still, when this is so, they reduce their holdings from what is their norm. On the
other hand, when prices are lower than what fundamentals dictate, they increase
their holdings from what is typical. Their demand for stock is specified as:

4.2 qt =
EtRt+1 − ρ

φ

where qt is the demand at time t of smart-money investors for stock as a percentage
of total demand (which is equal to the number of shares demanded, since we nor-
malize the total number of shares at unity); ρ is the expected return such that the
demand of smart-money investors equals zero; and φ is that level of the risk pre-
mium such that smart-money investors are induced to hold all the stock.32

In a fully rational world, the price of the risky security is the present value of
future expected dividends, as follows:

4.3 pt =
X∞
k = 1

Etdt+k
ð1 + δÞk

Note that dt is the dividend at t; and δ is the appropriate discount rate for equity
cash flows.

In a world where sentiment exists, prices are affected by the erroneous views of
noise-traders. Without speculating at this point on the exact source or nature
of sentiment and noise (and changes thereto), we will define yt as the total value
of stock demanded per share by noise-traders, written as follows:

4.4 yt = nt � pt

where nt is the percentage of total demand for the stock on the part of noise-
traders (which, again, is the same as the total number of shares demanded by this
group). If yt is at a level consistent with a rational equilibrium, we will say that
there is no sentiment (or that sentiment is neutral). If, on the other hand, it is
above/below this level, there is positive/negative sentiment.33 To clear markets,
total demand must equal total supply (which, as stated above, is one share):

4.5 qt + nt = 1

The Appendix to this chapter shows that price is a function of both expected future
dividends and current and expected future sentiment, as follows:

4.6 pt =
X∞
k = 1

Etdt+k + ϕEtyt−1+k
ð1 + ρ + φÞk

Problematically for rational investors, they must forecast both dividends and
sentiment.
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To see what occurs when sentiment moves away from fundamentals, suppose
that future expected dividends are constant at $1, and the rate of discount (δ) is
10%. Under these circumstances, the “right” price (let’s call it the “steady-state”
price) is always $10.34 Suppose that ρ = 0% and φ = 20%. It can be shown that
these parameter values imply that in the steady state both smart-money traders and
noise-traders hold half of all stock, so from Equation 4.4 the value of yt consistent
with this steady state is $5.35 If yt is above/below this level, sentiment is positive/
negative.

Beginning in the steady state just before t = 0, say that noise-traders suddenly
become unduly optimistic about stocks. Suppose for illustrative purposes that yt
immediately doubles (from $5 to $10). Smart-money traders see this as temporary,
though, believing that y will remain at this elevated level only for five years (i.e., to
t = 5), after which it will drop by $1 per year until it reaches its steady state level
by year 10.36 Figure 4.3 shows what this means for the price of the risky security.
It immediately jumps in response to increased current and future noise-trader de-
mand to a little below $14. Moving forward, though, the price is anticipated to
gradually decline back toward its steady-state level by year 10. Figure 4.4 shows
that noise-traders hold more stock during the transitional period. This must be ac-
commodated by smart-money traders reducing their holdings. This means that
some of their wealth is shifted elsewhere. In the Shiller model, which is merely de-
signed for illustrative purposes, smart-money investors do not contemplate
arbitraging away mispricing—they merely “make space” for noise-traders who in-
crease their demand. The next section addresses whether it might make sense to
pursue arbitrage.

FIGURE 4.3 Price Path after Change in Demand from Noise-traders Based on
Shiller Model
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SUPPORT 3: THERE ARE NO LIMITS TO ARBITRAGE Even if some investors sometimes act ir-
rationally and their errors are correlated, provided smart-money investors are able
to act in such a fashion so as to arbitrage away incorrect prices, market efficiency
will remain intact. This is because any pricing gap between a relatively expensive
security and a relatively cheap one will be vigorously capitalized on.

Before discussing why it is likely that there are significant limits to arbitrage, it
is useful to briefly illustrate so-called “textbook arbitrage.” Textbook arbitrage re-
quires no money and entails no risk. In the real world, what might be closest is tri-
angular arbitrage in foreign exchange markets.

To illustrate how this works, in May 2008 the following three foreign ex-
change rates among dollars, euros, and yen were observed (x will be explained):

Currency pair Rate

¥/€ 159.3403

€/$ 0.6455

¥/$ x

There are two ways to convert dollars into yen: directly at x, or indirectly using
euros as the bridge currency. A bridge currency works in the following way. First
convert dollars to euros at 0.6455, and then convert euros to yen at 159.3403.
This indirect method yields 0.6455 * 159.3403 = 102.8543. This figure has to be
virtually identical to x.37 Were this not so, arbitrage would be profitable. To see
this, what if, counterfactually, the ¥/$ rate were 100? This would create a money
machine. You could start with a borrowed $1, turn this into €0.6455, and then
turn this amount into ¥102.8543. Given a ¥/$ rate of 100, you could now convert

FIGURE 4.4 Ownership Shares after Change in Demand from Noise-traders
Based on Shiller Model
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back to more than $1, repaying the loan and obtaining a profit in addition.38 Of
course all these numbers could be multiplied by millions, making us wealthy. The
fact that this is not possible means that foreign exchange markets are priced so
that triangular arbitrage is virtually never possible (and, if it is, occasionally, only
for mere seconds).

WHAT LIMITS ARBITRAGE?

Unfortunately, arbitrage is seldom as clean as this example from the foreign ex-
change market. There are three main potential problems: fundamental risk, noise-
trader risk, and implementation costs.

FUNDAMENTAL RISK Let us begin with fundamental risk, which exists because of the
potential for rational revaluation as new information arrives. Suppose, for exam-
ple, that an arbitrageur believes a particular stock is overvalued in the market rela-
tive to the stock’s expected future dividends. This arbitrageur would naturally
short-sell the stock in the expectation that the price will be lower later when he
purchases the stock to close the position. Even if he is correct in this belief based
on available information, he is subject to risk. For one thing, new information
that no one could have anticipated might suddenly arrive. If this is of a positive
nature, the price will rise and a loss will be incurred. Such losses will require mar-
gin payments. Further, if realized dividends on the stock are higher than expected,
the arbitrageur could face an additional cash crunch. Note that when shares are
sold-short, the arbitrageur must cover the dividends paid on the stock because he
has borrowed the stock from another investor. An arbitrageur may limit trading
because of fear that the firm could perform unexpectedly well, in which case losses
from short-selling would be incurred.

The use of substitutes and spread trading can be used to mitigate fundamental
risk. Spread trading is the simultaneous purchase and sale of similar securities
(sometimes even very close substitutes). You buy the one that you consider to be
relatively cheap, and sell (or short-sell) the one that you consider to be relatively
expensive, in the hope that the spread will narrow.

For example, one could simultaneously short-sell the overpriced security and
buy with the proceeds the “market” (say, using stock index futures). Now if
market-wide information causes all stocks to rise, gains on the market offset the
losses from the short position. Of course, much information is likely to be of a
firm-specific or industry-specific nature. If you believe that Merck, for example, is
overvalued, you could hedge by going long on a basket of pharmaceuticals (exclud-
ing Merck). Now you would be hedged against both market and industry risk.
Still, it is not possible to hedge against firm-specific risk here because there is no
perfect substitute for Merck. Merck might unexpectedly announce success in a
drug trial. This will affect Merck, but not other pharmaceuticals. It is the fact that
a perfect substitute rarely exists that makes arbitrage risky and hence less likely to
eliminate mispricing.

NOISE-TRADER RISK Even if there are perfect substitutes, we are not home free.
Andrei Shleifer and Robert Vishny use the example of two Bund (German bond)
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futures contracts trading on two different exchanges (one in London and the other
in Frankfurt).39 Assuming that these contracts are perfectly identical in all respects
(that is, they are perfect substitutes), let’s say that the one trading in London is
priced above the one trading in Frankfurt. It is obvious that one should buy a
Frankfurt contract and sell a London contract. At delivery, cash flows will cancel
out, so on the surface one can simply pocket a profit today. The reality is a little
more complex, however. The problem is that “wrong” prices might become even
more wrong in the short run. This is the essence of noise-trader risk.40

In futures markets, one must contribute margin when prices move against
you.41 Suppose the London contract goes up and the Frankfurt contract goes
down, implying that you must contribute cash in both markets. This is fine, if you
are managing your own money and are not wealth-constrained.42 But if you are
managing your own money and you are wealth-constrained, you might be forced
to liquidate your position at a loss because you are running out of money, even
though it is clear that your arbitrage trade will eventually be profitable.

What if you are managing other people’s money? Now because other people
are controlling your capital, you are subject to a different sort of wealth control.
Additionally, because they have the power to hire and fire, your horizon is of ne-
cessity short. In fact, many who are attempting to exploit arbitrage opportunities
are subject to this reality. They are managing money for individuals (e.g., those
pooling their money through mutual funds or hedge funds) or institutions (such as
endowments), many of whom will not have a clear idea of the issues involved.
While the Bund example is simple enough for even nonexperts to follow, many
real-world arbitrage opportunities will be more subtle. What are controllers of cap-
ital with limited knowledge to think? They will naturally enough tend to base their
view of ability on short-term performance. What they will see, namely short-term
losses, will not be comforting.

It is the risk of such eventualities occurring that will make money managers
reticent to try to exploit such opportunities through arbitrage in the first place,
thus creating limits to arbitrage. Bradford De Long, Andrei Shleifer, Larry Sum-
mers, and Robert Waldmann show the importance of this in their model of noise-
trading and what it means for prices, returns, and the likelihood that mispricing
will be fully eliminated.43 In their model, because smart-money traders know that
when they choose to sell prices might still be wrong, they need to be compensated
for this risk before the fact. As should be clear from our discussion of risk in
Chapter 2, only nondiversifiable risk should be priced. It turns out that there is evi-
dence that noise-trader risk is indeed systematic.44

One argument that is sometimes made is that noise-traders should eventually
disappear because their poor trades will cause them to lose their wealth. This
would serve to move the world toward efficiency. Aside from the obvious “there is
a fool born every minute” argument, there are some rather more subtle issues. In
the De Long-Shleifer-Summers-Waldmann model, it can be seen that noise-traders
may actually perform well enough to survive if they tend toward excessive opti-
mism and risk-taking.45

IMPLEMENTATION COSTS Aside from fundamental risk and noise-trader risk, transac-
tion costs can potentially obstruct arbitrage. Transaction costs are commissions,
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spreads, and market impact costs that are incurred when trades are executed. For
institutional traders who are likely to be performing most arbitrage, these costs
are negligible. Things become much more complicated when short-selling is re-
quired. If, as discussed earlier, one recognizes a pricing imbalance between two
substitute securities, one side of the required arbitrage is to short-sell the high-
priced security. This leads to two problems. If one does not have access to the
short-sale proceeds (so that interest cannot be earned) this adds to the cost of the
transaction. Further, in some cases, the security that needs to be short-sold simply
cannot be obtained. How serious are these problems? For institutional investors
and highly liquid stocks, neither of these potential problems will likely be signifi-
cant most of the time. This is because institutional traders will normally have little
problem obtaining shares to short-sell, and the loss of short-sale proceeds is rarely
significant for them.46 Nevertheless, sometimes there can be a short squeeze. This
means that those initiating a short position may have to exit it before they wish
to do so. Or it is even possible that one cannot, in the case of less liquid stocks,
initiate a short at all because of nonavailability of the stock to short.

Such issues are usually behind egregious cases of mispricing. Shiller points out an
apparent example of mispricing that on the surface should have been amenable to
short-selling.47 The popular press, regulators, and academics alike have recognized
that the late 1990s were subject to “irrational exuberance” on the part of investors,
particularly for Internet stocks.48 In 1999, the Internet toy retailer eToys.com re-
ported sales of $30 million and losses of $28.6 million. In the same year, Toys “R”
Us reported sales of $11.2 billion and profits of $376 million. Yet, eToys.com had a
stock market value of $8 billion and Toys “R” Us a value of only $6 billion.

An even more striking example is the case of Palm and 3Com reported by
Owen Lamont and Richard Thaler.49 On March 2, 2000, the company 3Com
carved out in an IPO 5% of its subsidiary Palm. Prior to the IPO, 3Com also an-
nounced that in the near future the remaining 95% would be distributed to current
shareholders of 3Com (roughly 1.5 shares of Palm/share of 3Com). A little thought
indicates that there were two ways of buying Palm: buy Palm shares directly; or
buy Palm indirectly by buying 3Com shares. This is because a share of 3Com
represented a claim to 1.5 shares of Palm. Clearly, we should have the following
relationship between Palm and 3Com share prices:

4.7 pð3ComÞ ≥ 1:5 � pðPALMÞ

The extent to which the price of Palm exceeded 1.5 times the price of 3Com is due
to the fact that the rest of the 3Com business likely had some residual value. This is
known as the “stub value.”

What actually happened was quite surprising. After the first day of Palm trad-
ing, its shares were trading at $95.06. At the same time, 3Com shares were selling
for $81.81. Summing over all the shares, the implied stub value was an unbeliev-
able negative $22 billion. Oddly, many people understood the situation very
clearly. As Lamont and Thaler write, “the nature of the mispricing was so simple
that even the dimmest market participants … were able to grasp it.”50 Incredibly,
the mispricing persisted for months.51
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This situation involved negligible fundamental risk. Like in the Bund example,
while noise-trader risk did exist, since the opportunity was so obvious, there would
clearly be many investors with deep pockets and a long enough horizon able and
willing to try to profit from it. Additionally, the existence of a terminal date (as in
the Bund example) meant that arbitrageurs knew that they didn’t have to hang on
indefinitely. In fact, the reason for such egregious mispricing seems to have been
the nonavailability of Palm stock to short-sell. This made it impossible for most
smart-money traders to take advantage of the situation. Of course there really is
no good reason why anybody should have held Palm shares in preference to
3Com shares in the first place at these prices. For this, the only answer appears to
be investor irrationality.

4.4 LOOKING FORWARD

In the last two chapters, we have begun to explore some of the major contributions
of behavioral finance. Work along these lines was pursued because of the inability
of modern finance to fully account for various observed decisions made when fac-
ing uncertainty and empirical tests of market efficiency.

Before moving forward, it is appropriate to step back for a time and investigate
some key findings from the psychology literature that help elucidate financial
decision-making. While it is remarkable how often people come up with good deci-
sions when forced to decide in real time based on limited information, we will see
that systematic error can occur. In the next chapter, we see that rules-of-thumb
known as heuristics can lead to systematic error, particularly when used outside of
their natural domain. Other culprits seem to be the tendency to exaggerate one’s
knowledge and to wear rose-colored glasses, and unbalanced emotion.

CHAPTER HIGHLIGHTS

1. An anomaly is an empirical result apparently contrary to market efficiency.
2. Some major anomalies are lagged reactions to earnings announcements, the

small-firm effect, the value advantage, and momentum and reversal.
3. Market efficiency theoretically rests on three supports. Markets are efficient if

investors are rational. Failing this, if their errors are random, markets are ef-
ficient. And failing this, if arbitrage is unlimited, markets are efficient.

4. Noise exists when some traders base value on misinformation. If many make
the same kind of mistake at the same time, sentiment exists.

5. Noise-trader risk is the risk that “wrong” prices will become even more
wrong.

6. There are limits to arbitrage because of fundamental risk, noise-trader risk,
and implementation costs.
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DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Momentum and reversal
b. Value and growth stocks
c. Fundamental risk and noise-trader risk
d. Carve-out and stub value

2. Refer back to the set of exchange rates in the
“Support 3: There are no limits to arbitrage”
section earlier in the chapter. Describe a
profitable arbitrage strategy if x = 105.

3. Arbitrage is limited because the wealth of
arbitrageurs is limited. Discuss this statement

in the context of those who are managing
their own money and those who are manag-
ing other people’s money.

4. What is data snooping? What sort of em-
pirical evidence is useful for obviating this
critique?

5. What are the three supports on which mar-
ket efficiency rests? Why is it that only one
of them is required?
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A P P E N D I X
CHAPTER 4

±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±
PROOFS FOR SHILLERMODEL

n Proof of equation 4.6
Begin with market-clearing (supply equals
demand):

4.5 qt + nt = 1

Substituting using equations 4.1 and 4.4 yields:

A4.1
EtRt+1 − ρ

φ
+

yt
pt

= 1

Note that returns are dividend yields plus per-
centage capital gains:

A4.2 EtRt+1 =
Etpt+1 − pt − Etdt+1

pt

Substituting A4.2 into A4.1, multiplying both
sides by φ, and rearranging slightly yields:

A4.3 1
pt
ðEtpt+1+φyt − Etdt+1Þ=1+φ+ρ

This easily simplifies to:

A4.4 pt ¼ Etdt+1 + φyt − Etdt+1
1 + φ + ρ

One period forward this would be:

A4.5 pt+1=
Et+1pt+2+φyt+1 − Et+1dt+2

1 + φ + ρ

Similar expressions can be written for even
more distant periods. A process of repeated
substitution known as recursive substitution
eventually takes us to equation 4.6:

4.6 pt=
X∞
k=1

Etdt+k +ϕEtyt−1+k
ð1 + ρ +φÞk

n Steady state for our numerical example
The steady-state parameters are ρ = 0%;
φ = 20%; and δ = 10%. In the steady state
(where noise-traders have neutral sentiment),
fundamentals drive things, which implies:

A4.6 EtRt+1 = δ

Substituting this and our parameter values
into 4.2 gives us:

A4.7 qt =
EtRt+1 − ρ

φ
=
0:10−0
0:20

= :5

This implies that nt = 0.5 as well, since collec-
tively all stock must be held. From 4.4, the
value of yt that is consistent with this is $5:

4.4 yt ¼ nt � pt = :5 � $10 ¼ $5
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CHAPTER

±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±
5HEURISTICS AND BIASES

5.1 INTRODUCTION

One criticism that is levied against traditional models in economics and finance is
that they are sometimes formulated as if the typical decision-maker were an indi-
vidual with unlimited cerebral RAM. Such a decision-maker would consider all rel-
evant information and come up with the best choice under the circumstances in a
process known as constrained optimization.

Normal humans are imperfect and information requirements are for some
models egregious. Are we asking too much? Take the capital asset pricing model
(CAPM), a model famous and important enough that William Sharpe won the
1990 Nobel Prize for Economic Sciences for this contribution. This model assumes
that investors are capable of studying the universe of securities in order to come up
with all required model inputs. These inputs include expected returns and variances
for all securities, as well as covariances among all securities. Only then is the inves-
tor able to make appropriate portfolio decisions.

This chapter focuses on how people make decisions with limited time and
information in a world of uncertainty. It begins in the next section by discussing
certain cognitive limitations that may render the expectations of some models un-
reasonable. Perception and memory are imprecise filters of information, and the
way in which information is presented, that is, the frame, influences how it is re-
ceived. Because too much information is difficult to deal with, people have devel-
oped shortcuts or heuristics in order to come up with reasonable decisions.
Unfortunately, sometimes these heuristics lead to bias, especially when used outside
their natural domains. A class of heuristics impacting preferences primarily via
comfort-seeking is discussed in Section 5.3. In Section 5.4, we discuss several heur-
istics designed to estimate probability. The most important of these is representa-
tiveness in its various manifestations. In the next section, we turn to anchoring,
the tendency to change one’s view more slowly than is appropriate. Section 5.6 dis-
cusses a major critique of the heuristics and biases program, the so-called “fast and
frugal” heuristics view that argues that heuristics actually work surprisingly well.
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Finally, in the last section, we look ahead to how the heuristics and associated
biases described in this chapter come into play in the context of financial decision-
making.

5.2 PERCEPTION, MEMORY, AND HEURISTICS

PERCEPTION
1

It is commonplace for an information-processing model to assume that agents are
able to acquire and store costless information without difficulty. Unfortunately,
perception, which downloads information to the “human computer,” often mis-
reads it. For example, we often “see” what we expect to see. In one experiment,
participants were shown a hand of five playing cards, all of which were either
hearts or spades.2 One of the cards was a black three of hearts, but most people
missed (or misinterpreted) the error. A common reaction was to be certain that
one had seen a normal three of hearts or a normal three of spades. The lesson to
be learned is that perception is selective, with expectations strongly conditioning
perception.

It is also true that people “see” what they desire to see. After a particularly
rough football game between Dartmouth and Princeton, a sample of students from
the two universities was asked which team had precipitated the excessively physical
play.3 Of the Dartmouth students, only 36% thought that their team had done so.
On the other hand, 86% of the Princeton students thought Dartmouth had initi-
ated the bad conduct.

Sometimes perception can be distorted in a self-serving fashion. Cognitive dis-
sonance creates a situation where people are motivated to reduce or avoid psycho-
logical inconsistencies, often in order to promote a positive self-image. In one
experiment, voters in a Canadian election were surveyed either before or after leav-
ing the ballot box.4 Respondents were more likely to believe that their candidate
was the best choice and would be victorious if surveyed after voting rather than
before. Apparently there was an unconscious coalescence of actions and views.

MEMORY

Imprecision multiplies when one tries to recall past perceptions or views, that is,
when one remembers. The common view that past experiences have somehow
been written to the brain’s hard drive and are then retrieved, even if at considerable
effort, is not the way our brain works. In fact, memory is reconstructive. One way
we know this is that, in an experimental context, when people witness an event and
receive misleading information about it, this misinformation is often incorporated
into their memory.5

Memory is not only reconstructive, but also variable, in intensity. Have you
ever noticed how easily and quickly you can bring to mind certain very positive or
negative memories (e.g., when you won the million-euro lottery, or when you real-
ized you put the winning ticket in the wash)? While a full discussion of emotions
will be reserved for Chapter 7, the reason for this seems to be that events are re-
membered more vividly when they arouse emotions.6
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Since pleasant memories make you happier than unpleasant ones, it is not sur-
prising that we are sometimes prone to “rewriting history.” It also makes us feel
better to think we have more control over events than we really do, or that we
have a good sense of what is likely to happen in the future. The corollary to this
is that in the past we also must have had a pretty good sense of what was likely
to transpire. In other words, “we knew it all along.” This is known as hindsight
bias, a bias that will be discussed in more detail in the next chapter.7

FRAMING EFFECTS

Perception and memory are influenced by context, or the frame. This is an impor-
tant reason why financial decisions are influenced by the frame, as we discussed in
Chapter 3. A number of studies have produced corroborating evidence on the im-
portance of the frame for perception and memory. For example, a sports an-
nouncer of average height looks short when interviewing a basketball player, but
tall when interviewing a jockey. This is known as the “contrast effect.”8 Some per-
ceptual illusions rely on this. Figure 5.1 provides a well-known example.9 While
the lines have equal length, the context of the inward or outward arrows makes
the observer believe otherwise.

The importance of the frame is also clear in primacy and recency effects.10 The
primacy effect is based on research that shows that if subjects are asked their im-
pressions of someone based on a series of attributes, then what comes first will of-
ten dominate. Someone described as “intelligent, industrious, impulsive, critical,
stubborn, envious” generally creates more positive impressions than someone de-
scribed as “envious, stubborn, critical, impulsive, industrious, intelligent.” Since
the second series of epithets is the exact transposition of the first series, this sug-
gests that what comes first has greater impact.

When items are temporally sequential, rather than first impressions dominat-
ing, a recency effect can instead be observed. In other words, what comes last has
greater impact. This begs the question: Is the primacy effect or the recency effect
stronger? The answer seems to be that it depends. When events are separated by a
nontrivial passage of time, recency generally dominates. For example, an event oc-
curring last week will have more impact than one occurring last year, but the first

FIGURE 5.1 Which Line Is Longer?

A

B
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of two related sequential events, one following on the heels of the other (e.g., two
political speeches), will often have greater impact.

A halo effect has also been observed.11 Any job candidate intuitively knows
that his statements and views will be taken more seriously if his grooming and at-
tire are impeccable at the interview stage. Less fairly though, endowed physical at-
tributes also create an impression. Research has shown that essays are viewed as
being of higher quality when written by someone judged to be physically
attractive.12

EASE OF PROCESSING AND INFORMATION OVERLOAD

The discussion up to now has suggested that people can have difficulty processing
information in certain situations. Interestingly, people seem to prefer situations
characterized by ease of processing. Ease of processing amounts to ready under-
standing. Information that is easier to understand is often viewed as more likely to
be true.13

Difficulty assessing information is exacerbated by the plethora of information
at our disposal. While this is obvious enough in some realms—for example, con-
sider how much information is potentially relevant for estimating the value of
Microsoft stock—even when the information set seems less cluttered, information
overload, a state of confusion and decision avoidance, can still occur.

In one experiment, shoppers in a supermarket were presented with free samples
of jams and jellies.14 In the first treatment, a small selection was available for tast-
ing; in the second, a large selection was available. While everyone likes the idea of
abundant choice, and indeed the table with the greater selection attracted larger
crowds, it was the table with fewer samples that led to the most sales. The likely
reason is that the large selection led to information overload, the feeling that the
decision was too complicated for immediate action. As we all know from personal
experience, procrastination will probably lead to indefinite inaction.

HEURISTICS

In many cases, delay is not feasible. Decisions need to be made, even if the environ-
ment is one of limited attention, information, and processing capacity, so shortcuts,
or heuristics, are necessary. A heuristic is a decision rule that utilizes a subset of the
information set. Since in virtually all cases people must economize and cannot ana-
lyze all contingencies, we use heuristics without even realizing it.

Heuristics come in all shapes and sizes. One dichotomy is between those heur-
istics that are reflexive, autonomic, and noncognitive, and economize on effort
(Type 1); and others, which are cognitive in nature (Type 2).15 Type 1 heuristics
are appropriate when a very quick decision must be made or when the stakes are
low (“I choose a hamburger over a hot dog because I usually prefer them”). Type
2 heuristics are more effortful and are appropriate when the stakes are higher. In
some cases, an initial reaction using a Type 1 heuristic can be overruled or corrob-
orated using a Type 2 heuristic (“No, I will choose the hot dog today because it is
prepared a bit differently and I like to try new things”).
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Where do heuristics come from? It is likely that evolutionary forces have
equipped us with a good set to meet the challenges of survival.16 This echoes our
discussion in Chapter 3 where evidence was presented that prospect theory had an
evolutionary foundation. The connection is not surprising because prospect theory
can be viewed as a related set of rules of thumb for making decisions when facing
risk, as we also argued in Chapter 3.

Has evolution equipped us with the perfect “toolkit” of heuristics? Not necessar-
ily, because a good set of heuristics is not the same as an optimal set—evolutionary
forces only really require that survivors’ heuristics are better than those of their riv-
als. Heuristics have been part of our toolkit for centuries, while many of the pro-
blems that we must deal with in a financial realm are recent, so it should not be
surprising that such tools, when used outside of their natural domain, may falter.17

EXAMPLES OF HEURISTICS

Next we will describe some heuristics, beginning with a couple that are clearly auto-
nomic in nature. If you hear a loud sound while walking down the street, your ten-
dency is to move away from it until examination and analysis can be undertaken.
There is no thought here: command-and-control is entirely in the primitive emotional
recesses of the brain. After a second, of course, you take a look around and ascertain
whether the sound is a threat (if a gunshot, let’s move even farther away) or an item
of curiosity (if a human cannonball at a carnival, let’s take a closer look).

Another example is in the kitchen. If you look into the refrigerator and an item
of food emits an odor that you are not exactly familiar with, the obvious reaction
is to dispose of the food. There is a reasonable probability that you might become
sick if you eat it. The reader will likely agree that both the “move away from the
loud sound” and the “avoid eating food with an unfamiliar odor” heuristics make
eminently good sense, and there is no difficulty in seeing how these shortcuts have
contributed to man’s survival. While the heuristics we have discussed so far are au-
tonomic, we now turn to some heuristics that are cognitive in nature.

5.3 FAMILIARITY AND RELATED HEURISTICS

In this section we explore a series of related heuristics that induce people to exhibit
preferences unrelated to objective considerations. People are more comfortable with
the familiar. They dislike ambiguity and normally look for ways to avoid unre-
warded risk. People tend to stick with what they have rather than investigate other
options. They put off undertaking new initiatives, even if deep down they know the
effort could be worthwhile. All of these point to a tendency to seek comfort.

FAMILIARITY

People are more likely to accept a gamble if they feel they have a better under-
standing of the relevant context, that is, if they feel more competent. Chip Heath
and Amos Tversky conducted an experiment whose first stage involved a series of
general knowledge multiple choice questions (with four options).18 Each multiple
choice question had an associated confidence query, where the options ranged
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from 100% certainty to 25%. With four possible responses, confidence of 25% in-
dicated pure guessing. Let’s say that a particular participant had a self-assessed
confidence rating of 60% (averaged over all questions). She would then be offered
a choice of two gambles: one where a payoff was randomly obtained with a 60%
probability, and a second where a payoff was received if one of her randomly se-
lected answers was correct.19

Figure 5.2 shows the results. When people felt that they had some competence
on the questions, they were more likely to choose a gamble based on this compe-
tence rather than a random lottery. This is evidenced by the positive relationship
between judged probability of being right on the questions and the percentage
choosing the competence bet. It is important to note that whatever the self-
perceived level of knowledge, the probability of success on the bet was viewed by
participants as identical between the two alternatives (according to their own state-
ments). If, for example, a participant was 50% comfortable in her answers being
correct, then the random lottery would have been successful with a 50% probabil-
ity. If, alternatively, another participant was 75% comfortable in his answers being
correct, then the random lottery would have been successful with a 75% probabil-
ity.20 The logical conclusion is that people have a preference for the familiar.

AMBIGUITY AVERSION

Consulting Figure 5.2 once again, we see that whereas when judged probability
was at its highest the clear tendency was to prefer the competence bet, when judged
probability was at its lowest the clear tendency was to prefer the random bet.

FIGURE 5.2 Choice of Competence Bet vs. Random Bet as a Function of Judged
Probability
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belief: Ambiguity and competence in choice under uncertainty, Volume 4, 1991, pp. 5–28, Heath, C., and A. Tversky,
figure number 2.
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While familiarity seems to account for the former, the latter is likely due to
ambiguity aversion. Take the 35% certain case. The reason the bet with the ran-
dom payoff is preferred (which pays off 35% of the time) is because you know the
precise distribution (you will win with 35% probability), but, when knowledge is
low, you really don’t know what you know or don’t know (which means, while
your best guess might be a 35% probability that you answered questions correctly,
there is uncertainty that this is the probability of winning the bet).

In the classic demonstration of ambiguity aversion, subjects preferred to bet
that a red (or black) ball could be drawn from an urn known to have 50 black
balls and 50 red balls, versus the case where subjects were only informed that the
urn contained 100 balls of black and red balls in unknown proportions.21 If one
thinks about it, the unconditional probability of success in either case is identical.
Ambiguity aversion is driven by the fact that people prefer risk to uncertainty. In
Chapter 1 we differentiated risk and uncertainty. Risk exists when we precisely
know the probability distribution. In the first case, it is clear that the probability
of drawing a red (or black) ball is 50%. Uncertainty exists when we don’t know
the probability distribution. Although our best guess in the second case is a 50%
probability for either color, people are uncomfortable with the inherent uncertainty
of the situation.

Some take the view that ambiguity aversion is more an emotional behavior
than a heuristic. Indeed it does reflect a tendency for emotions, particularly fear,
to influence choice in risky situations.22 Despite the best intentions of experimen-
ters, there may also be the fear that ambiguity could lend itself to manipulation.

DIVERSIFICATION HEURISTIC

The diversification heuristic suggests that people like to try a little bit of everything
when choices are not mutually exclusive.23 A common behavior among buffet di-
ners is to sample most (if not all) dishes. To concentrate on one or two runs the
risk of not liking your selections and/or missing out on a good thing. Such behavior
is similar to that reported by Itamar Simonson, who reports shoppers are more
likely to choose a variety of items (e.g., different yogurt flavors) when they must
make multiple purchases for future consumption, versus the case when they make
single purchases just prior to each consumption decision.24

Simonson argues that certain factors drive such behavior. First, many people
have a hardwired preference for variety and novelty.25 This preference is much
more salient when multiple purchases are made. Second, future preferences embody
some uncertainty. “I may slightly prefer raspberry yogurt to strawberry now, but
how will I feel in a week?” Spreading purchases over different categories reduces
risk in the same fashion that spreading your money over different stocks accom-
plishes the same risk-reduction goal in a well-diversified portfolio. A final motiva-
tion for variety-seeking is it makes your choice simpler, thus saving time and
reducing decision conflict.

STATUS QUO BIAS AND ENDOWMENT EFFECT

A preference for the current state also follows from comfort-seeking. People are re-
sistant to change, fearing the regret that might follow if active steps are undertaken
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to alter the status quo. Thus, they tend to hold on to what is currently possessed,
that is, one’s endowment.26 In Chapter 3 we discussed the status quo bias (or the
endowment effect) as a manifestation of loss aversion in a riskless context. The sta-
tus quo bias is also mentioned here as a heuristic: “stick with what you have unless
there are strong reasons for doing otherwise.”

In Chapter 3 we provided the example of experimental subjects being reticent
to part with endowed mugs. Here we provide an example of experimental subjects’
portfolio allocation decisions. Respondents were told that they could allocate
money that they had just inherited among four investment choices: a. shares in
XYZ that had moderate risk; b. shares in ABC that had high risk; c. T-bills; and
d. municipal bonds.27 The average allocation was: a. 32%; b. 18%; c. 18%; and
d. 32%. In addition to this base case, four additional treatments were conducted,
where participants were told that one of the four investment choices (instead of
money) had been left to them. They could leave their money where it was, or with-
out cost shift it to one of the other three choices. No matter which investment op-
tion was chosen as the original endowment, it was always the most popular choice.
People felt most comfortable with the current state of affairs even though it was
not something that they had any part in choosing.

HEURISTICS AND BIASES, PROSPECT THEORY AND EMOTION

In the previous section, we mentioned that the status quo bias could either be
viewed as an implication of prospect theory or as a heuristic with potential for
bias. Earlier we argued that ambiguity aversion embodied an obvious emotional
component. In fact, the same can be said of all the heuristics in this section to the
extent that they stem from comfort-seeking. Indeed, it is our view that quite often
the distinctions among prospect theory, heuristics and biases, and emotion are
somewhat blurred.

5.4 REPRESENTATIVENESS AND RELATED BIASES

In a series of articles, Amos Tversky and Daniel Kahneman identified three key
heuristics—namely representativeness, availability, and anchoring—that can poten-
tially lead individuals astray. Representativeness and its close cousin, availability,
will be the topic of this section, while anchoring will be covered in the next section.
Much of this early research on these heuristics and biases is summarized in the
opening chapter of Judgment under Uncertainty: Heuristics and Biases.28 While
these heuristics often provide reasonable answers, sometimes they are misapplied.
The typical result is probability judgment error: thinking some event is more (or
less) likely than it actually is based on a proper understanding of the situation.

Indeed, many financial decisions are based on probability assessment. How
likely is it that a particular company will continue to post earnings increases?
What is the probability that interest rates will rise by 100 basis points over the
next quarter? How likely is it that some firm’s current round of R&D will bear
fruit? And so on. The problem is that many people have great difficulty under-
standing probability.

90 CHAPTER 5



CONJUNCTION FALLACY

An example of people having difficulty with probabilities is when they have no no-
tion of the difference between simple probabilities (probability of A) and joint
probabilities (probability of both A and B). For example, they naturally feel that
the probability that they will win the lottery and be overjoyed the next day is
higher than the probability that they will just win the lottery. Of course, the oppo-
site is true, since they might be diagnosed with cancer the day after their lottery
number comes up.

It is easy to show that such a view must be wrong. Suppose that A denotes
winning the lottery and B denotes being happy. The corresponding probabilities
are pr(A) and pr(B). Figure 5.3 uses the familiar Venn diagram to show that the
probability of someone being both a lottery winner and happy at the same time,
that is, pr(A \ B), must be less than pr(A), unless all lottery winners are happy.
Those making this mistake are said to be prone to the conjunction fallacy.

This fallacy is one manifestation of representativeness. Under the representative-
ness heuristic, “probabilities are evaluated by the degree to which A is representative
of B, that is, by the degree to which A resembles B. For example, when A is highly
representative of B, the probability that A originates from B is judged to be high.
On the other hand, if A is not similar to B, the probability that A originates from B
is judged to be low.”29 B can be a class and A can be a variable defined on that
class, or an instance of that class, or a subset of that class. On the other hand, B
can be a causal system and A can be a possible consequence or realization coming
from that system.30 In the case of the lottery, the mental picture of smiling winners
and disappointed losers (the consequence) seems more representative of the class of
lottery players (winners and losers) than someone (of unknown expression) who just
wins, so it seems that being a happy winner is more probable than just winning.

BASE RATE NEGLECT

An important variant of representativeness is base rate neglect. To illustrate, sub-
jects were shown personality sketches, allegedly from a group of professionals
made up of engineers and lawyers.31 In one treatment, subjects were told that
70% of the professionals were engineers and 30% were lawyers; in another, they

FIGURE 5.3 Venn Diagram of Events “Winning Lottery” and “Being Happy”
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were told that 30% were engineers and 70% were lawyers. Obviously, when no
specific information is available, one should see that there is a 70% chance of ran-
domly selecting a lawyer/engineer when this occupation is in the majority, and sub-
jects were able to see this. Now consider the following sketch that was presented:

Dick is a 30-year-old man. He is married with no children. A man of high
ability and high motivation, he promises to be quite successful in his field. He
is well liked by his colleagues.

This sketch was designed to be neutral and unlikely to push subjects in one direc-
tion or the other. Indeed, subjects saw this description as neutral, with about 50%
saying Dick was a lawyer and 50% saying Dick was an engineer. The problem was
that this was true, regardless of whether they had been previously told that 70% of
the sample were engineers or 70% of the sample were lawyers. In other words,
subjects were ignoring the base rate, hence the term base rate neglect. In terms of
representativeness, the description appears representative of a random (50/50) pro-
cess, so we believe this is indeed the process, ignoring what we know about prior
probabilities.

The lawyer/engineer example is egregious, in that the base rate is ignored. It is
more common that it is paid attention to, but insufficiently. At this point, it is use-
ful to digress and investigate what probability theory tells us about the optimal use
of prior and sample information.

BAYESIAN UPDATING Bayes’ rule, a useful relationship that allows us to evaluate con-
ditional probabilities, is:

5.1 pr(B|A) = pr(A|B) * [pr(B)/pr(A)]

Bayes’ rule allows one to optimally update probabilities based on the arrival of
new information. It says that the probability of event B, conditional on event A, is
equal to the probability of event A, conditional on event B, times the ratio of the
simple probabilities of event B to event A.32

To illustrate, say that you have a barometer that predicts the weather. Without
looking either outside or at the barometer (that is, without accessing sample infor-
mation), the probabilities of a rainy day and of a dry day (based on historical fre-
quencies for this time of the year) are as follows: pr(rain) = 40% and pr(dry) = 60%.
Suppose we also know the following:

5.2 pr(rain predicted | rain) = 90%

5.3 pr(rain predicted | dry) = 2.5%

In other words, conditional on the fact that it did rain, rain was predicted (by
the barometer) 90% of the time; and conditional on the fact that it turned out to
be dry, rain was predicted 2.5% of the time. While the best prediction of tomor-
row’s weather without looking at the barometer is that there is a 40% chance of
rain, how should this base rate be adjusted if we know that the barometer (the
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sample) is predicting rain? It is easy to show that the barometer predicts rain
37.5% of the time.33 Intuitively, if the barometer points to rain, there is an in-
creased probability of a rainy day. It is possible to be more specific. Using Bayes’
rule, we have:

5.4 pr(rain | rain pred.) = pr(rain pred. | rain) * [pr(rain) / pr(rain pred.)]
= .9 * (.4 / .375) = .96

That is to say, if we know that the barometer is predicting rain, there is a 96%
chance that it will rain, versus only a 40% chance if we don’t know the barometer
reading.

HOT HAND PHENOMENON Let’s consider an example from sports. The fictitious John
Cash is a mid-level NBA basketball player. Over the year, he has successfully hit
40% of his shots from the floor. Tonight he is hot, though, as he has hit on 80%
(8 of 10). The game is down to the wire. John’s team is down by a single point
with seconds to go, and there is time for one more shot. Should his team try to
move the ball to John, or to Freddie Munny, who is only 3/10 tonight, but who
over the year has hit a team-leading 60%? In other words, should we bank on the
hot hand, or just fall back on historical frequencies that have been only negligibly
impacted by the game in progress. One can think of the past percentage of success-
ful shots as the base rate. While we can’t totally discard the notion that tonight’s
performance is the beginning of a long-term upward/downward trend for John/
Freddie, it is more natural to think that what has occurred during the game is a
temporary blip that may or may not have some staying power. Let’s suppose for
the moment that it is logical to think that it does have some staying power—but
only for the short term (which includes the final shot of the game, which is in the
very short term).

Let’s say that B is the probability that John will hit on his next shot. The un-
conditional probability given his record is 40%. Let’s say that A is the event that
John hits on 8/10 of his previous 10 shots. Based on looking at the historical
record, this happened 4% of the time. We also need the probability that John has
hit 80% of his last 10 shots conditional on his making the next shot. Let’s say
that based on history this value is 6%. Now we can work out the probability that
John will hit on the final shot of the game:

5.5 pr(hit | made 8) = pr(hit) * [pr(made 8 | hit)/pr(make 8)]
= .4 * (.06 / .04) = .6

Indeed, based on our hypothetical numbers, there is a hot hand at work. A similar
exercise would have to be undertaken for everybody else on the team (maybe some
players have not in the past exhibited a hot/cold hand tendency). Then the best
move would be to go to the player with the highest probability of scoring condi-
tional on their recent performance.

What would base rate underweighting look like here? It would imply a view
that John has a higher than 60% probability of hitting. While the numbers we
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have assumed suggest that the data-generating process has temporarily shifted in
John’s favor, it would be possible to be too optimistic about John’s chances.

While we have “cooked” the numbers to produce a hot hand, one might ask
what the reality in basketball is. Thomas Gilovich, Robert Vallone, and Amos
Tversky address this issue using both real basketball data and people’s views about
the data.34 Specifically, they obtained performance data from the Philadelphia
76ers for much of the 1980–1981 season. First, these researchers established that
among basketball fans the typical view is that players often have a hot (or cold)
hand: 91% of respondents to a survey said they believed that a player has “a better
chance of making a shot after having just made his last two or three shots than he
does after having just missed his last two or three shots.”

Table 5.1 shows that the evidence does not bear out this view. If anything, re-
versal seems more the norm (consistent with gambler’s fallacy discussed later). On
average, the team made 52% of its shots from the floor. After three misses, a
player’s success was typically higher (56%), while, after three hits, a player’s suc-
cess was typically lower (46%). In one case, the difference was quite stark: Darryl
Dawkins, the best shooter on the team (with a 62% unconditional average), was a
much stronger bet to hit (88%) after a string of misses than after a series of hits
(51%). Additionally, the table presents correlation coefficients, where shot success
is related to previous shot success. All but one of these correlations is negative.
For Daryl Dawkins, it is strongly negative and statistically significant. These find-
ings, taken together, suggest that the hot hand is an illusion in basketball (at least
for this team at this time).

Are there valid reasons why reversal is a bit more likely in this context? Several
suggest themselves. After success, one might get a bit too cocky and try lower-
percentage shots. Moreover, the defense might pay closer attention to the hot

TABLE 5.1
PROBABILITY OF MAKING A SHOT CONDITIONAL ON PREVIOUS SHOT

SUCCESS FOR PHILADELPHIA 76ER PLAYERS DURING 1980–1981

Player pr(hit | 3 misses) pr(hit) pr(hit | 3 hits) Correlation

C. Richardson 50% 50% 48% −0.020

J. Erving 52% 52% 48% 0.160

L. Hollins 50% 46% 32% −0.004

M. Cheeks 77% 56% 59% −0.038

C. Jones 50% 47% 27% −0.016

A. Toney 52% 46% 34% −0.083

B. Jones 61% 54% 53% −0.049

S. Mix 70% 52% 36% −0.015

D. Dawkins 88% 62% 51% −0.142

Weighted means 56% 52% 46% −0.039

Source: Gilovich, T. R., R. Vallone, and A. Tversky, 1985, “The hot hand in basketball: On the misperception of
random sequences,” Cognitive Psychology 17, 592–596.
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shooter. On the other hand, a player might tend to favor higher-percentage shots
after a bad streak. Still, it’s remarkable that the evidence flies in the face of com-
mon belief. The authors put this down to the fact that a random sequence, in the
eyes of many people, looks like it has too many runs for randomness, while a se-
quence with too few runs for it to be consistent with randomness actually looks
random to many people.

GAMBLER’S FALLACY VS. HOT HAND

While a belief in a hot hand is thinking the conditional distribution should look
like the sample, sometimes it seems that people think the reverse—namely that the
sample, however small, should look like the population, in the sense that essential
features should be shared.35 Of course for this to make sense, we need to have a
fairly strong sense of what the distribution should look like.

To illustrate, suppose some friends have been playing poker, and Susan, who
has been having lots of big hands, sees her stake growing. What are her friends
thinking? Some of her friends might be thinking that she has a hot hand. While
such a view may conceivably make sense in the realm of sport (it turned out not
to apply for basketball), it can’t make sense with cards, because the reality is that,
unless Susan has been employing legerdemain with the deck, the odds of getting
more good hands than bad the rest of the night are 50/50—exactly the same as is
true for her up-to-now luckless friends.36

Others of her friends perhaps might be thinking that Susan is due for some bad
hands, since, after all, in their reasoning, performance has to average out. This
equally fallacious view is sometimes called gambler’s fallacy. The friends who are
subject to gambler’s fallacy see chance as a self-correcting process. They know that
in the long run Susan will get as many bad hands as good. This is called the law of
large numbers. Their mistake is in applying it over a small sample, that is, in utiliz-
ing the incorrect “law of small numbers.”

Consider an experiment where gambler’s fallacy was documented.37 A group
of subjects were asked the following question:

All families of six children in a city were surveyed. In 72 families the exact
order of births of boys and girls was GBGBBG. What is your estimate of the
number of families surveyed in which the exact order of births is BGBBBB?

If one thinks about it for a minute, it is clear that any ordering is equiprobable.
Still, the majority of subjects thought that fewer families would report the second
sequence because it just doesn’t look random enough.

OVERESTIMATING PREDICTABILITY

It has been shown that people tend to believe that there is more predictability than
is usually the case.38 For example, when students were asked to predict college
GPA on the basis of sense of humor (which is probably uninformative), they tended
to believe there was a positive relationship. The mean correlation over all respon-
dents was 0.7. Thus there seems to be a strong predilection to find predictability
even when it’s unlikely to be present, perhaps because it is comforting to think
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that we have some control. It is hard for us to accept that some things are inher-
ently almost impossible to predict.

Intuitively, one should make forecasts of some variable by appropriately
weighting both the overall population mean and the value suggested by the data at
hand. If, for example, the average GPA over the relevant population is 3.0 and you
believe that humor is uninformative, you should predict a GPA of 3.0 regardless of
someone’s sense of humor. On the other hand, if you believe there is logically a
positive correlation between an input and the magnitude to be forecasted, the
greater your belief in the sensitivity of GPA to this input (and the greater the per-
ceived positive correlation), the more you should pay attention to the sample. On
the other hand, the more uninformative you believe the sample to be, the closer
you should move in the direction of the mean.

Nevertheless, it seems to be the case that people usually underestimate true re-
gression to the mean, which is tantamount to exaggerating predictability. In an-
other GPA example, subjects were asked to predict GPA in college from high
school GPA of entrants to the college.39 The high school average GPA was 3.44
(with a standard deviation of 0.36), while the GPA achieved at college was 3.08
(with a standard deviation of 0.40). Two representative students were chosen for il-
lustration purposes: one with a high school GPA of 2.2 and another with a high
school GPA of 3.8. Subjects were then asked to predict the college GPA for these
two students. Again, the obvious approach is to combine sample and population
data. For the lower achiever, this would mean predicting his college GPA as some-
thing below 3.08, substantially below if we believe that a student with a low high
school GPA is representative of a bad student. The average response was 2.03. In
reality, a student of this type had a college GPA of 2.7.40 Regression to the mean
exists because high school marks are very much imperfect predictors of college
achievement. Randomness aside, people obviously can change their work habits,
and weaker students have an incentive to push themselves harder in order to thrive
at university.

Finally, it is worth noting that the tendency to underestimate regression to the
mean is in a certain sense similar to the base rate underweighting problem that was
previously discussed. The reason is that in both cases the sample data at hand are
accorded too much weight versus what is known about the underlying population
or distribution.

AVAILABILITY, RECENCY, AND SALIENCE

As we have seen from the previous discussion, sample data are often given undue
importance relative to population parameters. This tendency is accentuated when
the data are easy to obtain and process, that is, when they are “available.” This is
especially so when the events in question have occurred recently and are salient.

According to the availability heuristic, events that are called to mind easily are
believed to have a greater likelihood of occurring. While frequency and ease of re-
call should be correlated, the reality is that ease of recall can be influenced by other
factors. Do you think more words begin with a k or have a k in the third position?
It has been hypothesized that since it is easier to think of words beginning with a k
relative to those with a k in the third position, people will believe that more words
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begin with this letter. Indeed, experimental evidence indicates that this is true, even
though the reality is that fewer words begin with a k. Many such examples have
been documented, where availability influences probability assessment.41

Another example is based on egocentric judgments. In a survey of married cou-
ples, both spouses were asked to what extent (in percentage terms) they contributed
to certain shared household chores (such as shopping for groceries or cleaning
house). For 16 of the 20 surveyed tasks, the aggregate percentage was over 100%
(e.g., the wife said 60% and the husband said 60%), a result that was highly statis-
tically significant overall. Spouses were also asked to recall self- or spouse-relevant
behaviors (e.g., he/she went grocery shopping yesterday). Not surprisingly, it
turned out that people tended to remember their own behaviors better, since it is
easier to recall what we did. Moreover, the greater the tendency to remember self-
relevant versus spouse-relevant behaviors, the greater was the overestimation in
perceived responsibility.42

Two factors abet availability. When something has occurred recently, it is
likely to be called to mind more easily.43 The term that is used here is recency
bias. Our earlier discussion of primacy and recency effects is helpful here: recall
that, provided events are temporally spaced, what comes last tends to be remem-
bered best.44

Salience also enhances availability (hence the term salience bias). Consider a
plane crash that has just occurred. This event splashed all over the news is vivid
and horrifyingly easy to visualize—it is salient. The result of media coverage of
this sort of event is that some people will, at least temporarily, viscerally overesti-
mate the probability of a repeat occurrence, and as a result may even shy away
from air travel. One study investigated salience in a social context.45 When subjects
were shown groups interacting in a simulated work environment, in cases where a
woman (or a black) was alone in a committee of six, their actions (whether positive
or negative) were remembered better by viewers than when there were two or more
of the same gender (or color) on the same committee. Additionally, judgments in a
solo context were more extreme (i.e., the person in question either did very well or
very poorly rather than somewhat well/poorly).

5.5 ANCHORING

In many situations, people make estimates by starting from an initial value and ad-
justing it to generate a final estimate. Often the adjustment is insufficient. The ini-
tial value often naturally comes from the frame of the problem. As an example,
quickly look at the following product of eight numbers:46

1 × 2 × 3 × 4 × 5 × 6 × 7 × 8

Without explicitly calculating, what is your estimate of the final answer? Most peo-
ple will unconsciously multiply the first few numbers in the sequence before provid-
ing the answer. The median answer when people were asked this question in an
experimental setting was 512—versus the true answer of 40,320.

The situation improved somewhat when the sequence was transposed, as
follows:

8 × 7 × 6 × 5 × 4 × 3 × 2 × 1
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In this case, the median answer was 2,250. But the use of the product of the first
few numbers as an anchor—without regard to the length of the sequence—still led
to insufficient adjustment.

More surprisingly, people can anchor on obviously irrelevant numbers that
appear in the problem frame. In one demonstration of this, a wheel with numbers
1–100 (which participants were told to view as percentages) was spun.47 Subjects
were then asked whether the percentage of countries from Africa in the U.N. was
higher or lower than this number coming from the wheel. The experimenters were
more interested in a second question, which was: What is the percentage of coun-
tries coming from Africa in the U.N.? Obviously this percentage has nothing to do
with the result of the wheel spin, yet its influence was apparent. The median an-
swer was 25 for those seeing 10 from the wheel, while the median answer was 45
for those seeing 65 from wheel. Thus anchoring can occur with obviously meaning-
less numbers.

Sometimes anchors are self-generated. In one experiment, people were asked to
estimate four magnitudes.48 In two cases, the anchor was provided by the experi-
menter (e.g., typical length of whale, with 69 feet provided as an anchor); in two
other cases, an obvious general knowledge anchor was present. One example of
the latter was: “When did the second European explorer land in the West Indies?”
Since most people know that Columbus was the first European explorer to land in
the West Indies and he did so in 1492 (37 of 50 subjects knew this), it is natural to
start to start with 1492 and adjust it upwards. Interestingly, though we have al-
ready seen the power of irrelevant anchors, when interviewed afterwards, while
64%–89% said they used the relevant anchor in their estimation, only 12%–14%
claimed to do so in the case of irrelevant anchors.

WHAT EXPLAINS ANCHORING?

While the aforementioned study using relevant anchors indicates that people start
with a benchmark value and adjust it in the obvious direction, this may not be the
whole story. There are two views as to why adjustment tends to be insufficient,
with the first working best for relevant anchors and the second working best for ir-
relevant anchors.49 One view is based on uncertainty about the true value. Because
of this uncertainty, decision-makers move their answer away from the anchoring
value only until they enter a plausible range. The greater is their uncertainty, the
greater is the plausible range, and the more insufficient will be the adjustment
undertaken.

Another class of explanations focuses on lack of cognitive effort, cognitive lazi-
ness, as it were. While focusing on the anchor is easy, movement away from the
anchor is effortful, so for this reason people will often stop too early. It may seem
odd that obviously irrelevant anchors can have any impact. One possible explana-
tion for this is that the anchor inherent in the problem frame acts as a kind of con-
scious or subconscious suggestion, leading to stored information consistent with
the anchor coming more easily to kind. In this way, memory is “primed,” or exter-
nal search is biased.
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ANCHORING VS. REPRESENTATIVENESS

Anchoring and the base rate underweighting variant of representativeness can at
times appear to be in conflict. The latter normally says people are too influenced
by sample information (especially, in the recency version, the latest information),
while anchoring can lead to people paying insufficient attention to sample data.

The following hypothetical situation may help to reconcile the conflict. It re-
lates to the notion that people are “coarsely calibrated,” that is, they see things in
black or white, and not in shades of grey. Suppose you are going to take your fam-
ily on a picnic. You hear the forecast on the radio and the meteorologist predicts a
rainless sunny day. Indeed, the day has started off sunny as you head for the park.
Some dark clouds start to move in. Since you are anchored to your prior view, you
discount these clouds, viewing them as an aberration. More dark clouds roll in.
You continue to discount them, saying to yourself, “surely it will turn out to be a
nice day.” Now the sky is growing darker. In line with the coarse calibration
view, you abruptly transition and now believe, “it’s going to rain for sure, so let’s
head home before we get wet.”

Reality is more complex. When the day began it was never certain that it
would be a sunny day. In fact, if you had listened closely to the weather forecast,
the meteorologist may have said that it was likely going to be a sunny day, with
the P.O.P. being 20%. But you, being coarsely calibrated, only heard “sunny
day.” As it were, in your mind the probability of rain was 0%. You clung to this
view in the face of mounting evidence to the contrary. (Note that even weather de-
partments update forecasts given new evidence.) When the sky became too dark to
ignore, you coarsely transitioned to a 100% probability of rain. But of course the
dark clouds might have blown over. Perhaps the true probability had moved to
80%. Instead of heading home, maybe you should have stayed close to the car,
ready for either a sudden downpour or for the clouds to pass over allowing the pic-
nic to be resumed.

5.6 IRRATIONALITY AND ADAPTATION

Much of the previous discussion has been from the “heuristics and biases” tradi-
tion whose thrust often seems to be to elucidate cases where heuristics lead people
astray and where probability misjudgment occurs. Some have argued that it is not
heuristics that are flawed, but rather this particular view of them.

FAST AND FRUGAL HEURISTICS

Gerd Gigerenzer and like-minded researchers, who have coined the term fast and
frugal heuristics, argue that the purpose of heuristics is to employ a minimum of
time, knowledge, and computation in order to make adaptive choices in real-world
environments.50 This approach is in the spirit of so-called bounded rationality, as
developed by Herbert Simon, which posits that it is unreasonable to believe that
man is capable of the kind of complicated optimization problems that conventional
economic models assume.51 Instead, man “satisfices,” which amounts to doing the
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best that he can under the circumstances. As it were, our minds have evolved and
now possess a number of tricks (or heuristics) for us to make decisions that are rea-
sonable enough.

The “fast and frugal” program of research stresses the notion of “ecological
rationality,” which requires that heuristics match the environment, and the “adap-
tive toolbox,” whereby rational decision-makers seek to employ the right tool at
the right time. Further, they argue against the view that complicated full-
information models are necessarily better than fast-and-frugal heuristics that may
only use one or two items of salient information. The former unfortunately often
“overfit” in viewing all data as information rather than partly noise.52 The latter,
on the other hand, have been honed by evolution to zero in on “swamping
forces.” These researchers also criticize the fact that the heuristics and biases pro-
gram stresses probability mistakes. But does it really matter much if people make
probability errors if they are coming up with reasonable decisions given the con-
straints of their environment?

RESPONSE TO CRITIQUE

Thomas Gilovich and Dale Griffin in their introduction to Heuristics and Biases:
The Psychology of Intuitive Judgment put the heuristics and biases program into
historical perspective and respond to its critics.53 They argue that sometimes people
misread this research agenda in associating heuristics with irrationality and “lazy
and inattentive minds.” Instead, heuristics are far from inherently irrational: they
often rely on sophisticated underlying processes, and are normal intuitive responses
to questions of likelihood. Nevertheless, they do concede that the agenda of the
heuristics and biases program is to pinpoint instances when heuristics, usually be-
cause they are used outside of their natural domains, lead to systematic bias. There
is a prescriptive side to this as some research effort, as will be described in Chapter
18, has been accorded to “debiasing.” Further, they argue against the view that
heuristics, because they have been honed by many years of evolutionary forces,
must be, for this reason, optimal.54

5.7 LOOKING AHEAD

HEURISTICS AND BIASES AND FINANCIAL DECISION-MAKING

In later chapters, we will revisit the heuristics and biases discussed up to now, de-
tailing how they have been argued to influence financial decision-making. In Chap-
ter 8, we deal with investors and other market practitioners. In Chapter 13, the
contribution of some of these behaviors to explanations of anomalies will be
addressed. In Chapter 16, our focus is on the decisions of corporate managers.
And in Chapter 17, our stress is on decisions made in the context of retirement and
self-directed pensions.

To preview, familiarity is argued to lead to excessive investment in local and
domestic securities. The tendency to overestimate predictability can foster the falla-
cious view that “good companies are good investments.” Once views (faulty or rea-
sonable) are formed, anchoring may lead people to adhere to them too long.
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Underestimating regression to the mean can cause one to extrapolate past earnings
growth too far into the future. Availability induces investors to concentrate on
those securities that are in the news. Recency leads them to purchase hot stocks or
funds when there is little evidence that this is wise. The apparent tendency of cor-
porate managers to utilize suboptimal capital budgeting criteria may be linked to a
preference for that which is easy to process. In the context of self-directed pensions,
the diversification heuristic, when used to select funds, can lead to poor asset allo-
cation decisions. The status quo bias is also deleterious in this regard as it can
cause one to be too willing to stick with an inappropriate company default alloca-
tion. Information overload may also contribute to an explanation of low pension
participation rates.

DO HEURISTIC-INDUCED ERRORS CANCEL OUT?

Do heuristic-induced errors cancel out, or do they map into market outcomes? In
other words, are prices wrong because of systematic investor error? This, of course,
was a major discussion topic in the last chapter. What the present chapter adds is
the notion of investor error occasioned by the use of heuristics. If many investors
are using the same heuristic at the same time, this could be a source of systematic
error.

In Chapter 13, we discuss how biases at the level of the individual may map
into market outcomes. As mentioned in Chapter 4, two key anomalies are momen-
tum and reversal. One well-known model seeks to explain these phenomena using
base rate neglect and anchoring.55 Another puzzle at the level of the market is the
so-called equity premium puzzle, the finding that stocks seem to have historically
earned much more relative to bonds than they should have when risk is properly
factored in. One proposed explanation for this is ambiguity aversion, which mat-
ters here because stock investment entails not just risk in the standard sense, but
also uncertainty as to what the true distribution of stock returns actually is.

CHAPTER HIGHLIGHTS

1. Perception sometimes distorts information gathering. Memory can be self-
serving and colored by emotion. Primacy and recency effects lead to the im-
portance of sequence.

2. Information overload and limited attention necessitate the use of heuristics, or
decision-making shortcuts. Some heuristics are autonomic and reflexive (Type
1); others are cognitive and deliberative (Type 2).

3. Some heuristics influence preference through comfort-seeking. Examples are
familiarity, ambiguity aversion, diversification, and reliance on the status quo.

4. Representativeness, where probabilities are evaluated by the degree to which
A resembles B, is one of the most important and well-documented heuristics.

5. Often representativeness leads to the tendency to ignore the base rate and to
put too much weight on sample data.

6. Bayes’ rule allows one to optimally update prior probabilities as new sample
information comes in.
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7. Downplaying the base rate and putting too much weight on the sample is
analogous to believing that the population should look like the sample. It is
sometimes also believed that the sample should look like the population. To
think in terms of gambling or sports, the former is associated with a hot hand
view, while the latter is associated with gambler’s fallacy.

8. Availability and its cousins, recency and salience, lead people to overestimate
probabilities of events.

9. When unsure, people often anchor on available values and adjust their views
slowly. Anchoring can even occur when the anchor is obviously immaterial.

10. It has been argued that people are coarsely calibrated: they see black and
white and have more difficulty with shades of grey. This can lead to anchor-
ing and conservative adjustment initially, followed by representativeness.

11. Gigerenzer and like-minded researchers have criticized the “heuristics and
biases” approach, stressing that “fast and frugal” heuristics generally perform
their tasks quite successfully.

12. One counterargument is that while heuristics have been honed by evolution-
ary forces, there can be an adjustment period during which heuristics, when
used outside of their natural domain, lead to bias.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Primacy and recency effects
b. Salience and availability
c. Fast-and-frugal heuristics and bias-

generating heuristics
d. Autonomic and cognitive heuristics

2. Which description of Mary has higher
probability?

a. Mary loves to play tennis.
b. Mary loves to play tennis and, during

the summer, averages at least a game a
week.

Explain your answer. Define the conjunction
fallacy. How does it apply here? Assume for
the purpose of illustration that the probabil-
ity that someone loves to play tennis is .2;
the probability that someone plays tennis
once or more a week during the summer is
.1; and the probability of one or the other of
these things is .22.

3. Rex is a smart fellow. He gets an A in a
course 80% of the time. Still, he likes his
leisure, only studying for the final exam in
half of the courses he takes. Nevertheless,
when he does study, he is almost sure
(95% likely) to get an A. Assuming he got
an A, how likely is it he studied? If someone
estimates the above to be 75%, what error
are they committing? Explain.

4. Why are two people who witnessed the same
event last month likely to describe it differ-
ently today?

5. How do gambling fallacy and clustering illu-
sion relate to representativeness? Provide ex-
amples from sports. In what way are they
different?
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6OVERCONFIDENCE

6.1 INTRODUCTION

Overconfidence is the tendency for people to overestimate their knowledge, abili-
ties, and the precision of their information, or to be overly sanguine of the future
and their ability to control it.1 That most people most of the time are overconfident
is well documented by researchers in the psychology literature. This chapter will
survey some of the more important results. Later, in Chapters 9 and 16, we will
see that the financial economics literature also provides abundant evidence that
people are often overconfident in the realm of financial decision-making.

Overconfidence comes in different forms. We begin this chapter by describing
miscalibration, the tendency to believe that your knowledge is more precise than it
really is. Then in Section 6.3 we go on to describe other forms of overconfidence:
the better-than-average effect, illusion of control, and excessive optimism. We also
learn that it is not clear that these different manifestations of overconfidence are
even measuring the same thing, since the same individual can be both overconfi-
dent and underconfident, depending on the test. Moreover, these tests are prone to
the criticism of framing. In Section 6.4, we also discuss the various biases that abet
overconfidence formation and durability. We end by asking ourselves whether
overconfidence is an unmitigated evil.

6.2 MISCALIBRATION

WHAT IS IT?

In a research setting, overconfidence can be measured in several ways. We begin with
miscalibration.2 As stated before, miscalibration is the tendency for people to overes-
timate the precision of their knowledge.3 A calibration test often works in the follow-
ing fashion. In a controlled environment, individuals are asked to construct (say)
90% confidence intervals for currently (or soon) knowable magnitudes (such as the
height of Mount Everest, or the level of the Dow in a month). Typically, they are
found to be miscalibrated, which means their intervals are too narrow.
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More precisely, if people are asked a large number of (say) x% confidence
interval questions—sampling error is reduced by asking a sufficiently large number
of questions—then proper calibration implies that about x% of their confidence
intervals should contain correct answers to the questions. Or, focusing on a partic-
ular question that is asked of a large number of respondents, if the group as a
whole is properly calibrated, x% of these individuals should have confidence inter-
vals bracketing the correct answer.

The reality turns out to be quite different. A percentage of individuals usually
markedly below x% produces intervals that bracket the true answer. The same
holds at the level of the individual. If someone is asked a series of such questions,
as is shown in the calibration test described in the next section, it is commonplace
for substantially fewer than x% of her intervals to be “right.” In sum, calibration
studies find that the confidence intervals that individuals provide are too narrow,
resulting in correct answers lying within the confidence ranges less often than an
accurate sense of one’s limitations would imply.

Calibration tests are also operationalized in other ways. For example, some-
times respondents are asked a question and then provided with a menu of answers.
This could be a simple true or false option, or a series of multiple choices. In a
second stage, people are then asked how sure they are in the correctness of their
answers. If someone has (say) an average certainty level of 70%, but she only gets
55% of the questions right, this implies overconfidence. Sometimes people say they
are absolutely certain of their answers. In one study, events that individuals be-
lieved to be certain to occur actually occurred only about 80% of the time, while
events that they considered impossible occurred about 20% of the time.4

EXAMPLE OF A CALIBRATION TEST

We report one study documenting overconfidence via a calibration test. Marc
Alpert and Howard Raiffa surveyed 800 students enrolled in the Harvard MBA
program during the 1968–1969 academic year.5 Specifically, the students were
asked three either/or questions where opinions or preferences were elicited, fol-
lowed by 10 questions whose answers were unknown quantities. The first three of
the latter 10 questions were based on average responses to the three opinion/prefer-
ence questions. Table 6.1 provides a full list of the questions, as well as the correct
answers. Notice the questions run the gamut from knowledge of peer opinions and
tastes to somewhat obscure factual information.

For all 10 of the uncertain-quantity questions, students were asked to provide
.01, .25, .50, .75, and .99 percentiles. Note that the difference between one’s
.75 percentile and .25 percentile is both an interquartile range and also a 50% con-
fidence interval. This is true because one would expect the true answer to fall
between these bounds half the time. Similarly, the difference between one’s
.99 percentile and .01 percentile is a 98% confidence interval, consistent with the
expectation that the true answer will fall between these bounds 98% of the time.

Table 6.2 provides the distribution of subjects’ answers by question and per-
centile range. First, notice that there are six percentile ranges (PRs), two open and
four closed. Let’s label them as: PR1: below .01; PR2: between .01 and .25; PR3:
between .25 and .50; PR4: between .50 and .75; PR5: between .75 and .99; and
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PR6: above .99. To interpret, let us use the sixth question (from Table 6.1). Stu-
dents were asked for “the number of ‘Physicians and Surgeons’ listed in the 1968
Yellow Pages of the phone directory for Boston and vicinity.” The correct answer
(at the time) was 2,600. Let’s say someone’s .25 and .50 percentiles were 1,500
and 3,000, respectively. Since the true answer is between these two percentile
values, she would be assigned to range 3. Those belonging to this range numbered
12%. Since as many people were in ranges 1–3 (those overestimating the answer)
as were in ranges 4–6 (those underestimating), the inference to be drawn is that in

TABLE 6.1 QUESTIONS ASKED IN ALPERT & RAIFFA CALIBRATION STUDY

Opinion/preference questions

A. Do you prefer bourbon or scotch?

B. Do you favor draft deferments for all graduate students while in school
regardless of concentration?

C. Would you accept a 50-50 gamble where you could lose $50 or win $100?

Uncertain quantity questions: Provide .01, .25, .50, .75, and .99 percentile
ranges for …

True
value

1. The percentage of first-year students responding, excluding those who never
drink, who prefer bourbon to scotch.

42.5

2. The percentage of first-year students responding who favor draft deferments
for all graduate students while in school regardless of field of concentration.

65.5

3. The percentage of first-year students responding who would accept the
gamble in question C above.

55.2

4. The percentage of respondents expressing an opinion to a July, 1968, Gallup
Poll surveying a representative sample of adult Americans who felt that if a
full-scale war were to start in the Middle East, the United States should send
troops to help Israel.

10.4

5. The percentage of respondents expressing an opinion to a March, 1968,
Gallup Poll surveying a representative sample of adult Americans who felt
that public school teachers should be permitted to join unions.

63.5

6. The number of “Physicians and Surgeons” listed in the 1968 yellow pages of
the phone directory for Boston and vicinity.

2,600

7. The total number of students currently enrolled in the doctoral program at the
Harvard Business School.

235

8. The total egg production in millions in the United States in 1965. 64,588

9. The number of foreign automobiles imported into the United States in 1967 in
thousands.

697

10. The toll collections of the Panama Canal in fiscal 1967 in millions of dollars. 82.3

Source: Alpert, M. and H. Raiffa, 1982, “A progress report on the training of probability assessors,” in D. Kahneman,
P. Slovic, and A. Tversky, eds., Judgment under Uncertainty: Heuristics and Biases (Cambridge University Press,
Cambridge, U.K.).
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the case of this particular question, there was no persistent bias in terms of point
estimate (50th percentile). Note that not all questions could safely make this same
claim: for example, in the case of question 4, many people overestimated, while in
the case of question 8, many people underestimated.

It is more relevant for our purposes to focus on interquartile ranges (PR3 and
PR4) and all ranges save the two extreme (open) intervals (PR1 and PR6). Again,
if people are properly calibrated, 50% of the time correct answers should be
within their interquartile ranges. Expected frequencies are shown in the last row of
Table 6.2, which shows the expected number of times (out of 1,000—since for
each question we are working in terms of percentages, and there are 10 questions)
a particular range should contain the correct answers. The two middle ranges
should each contain 250 correct answers (i.e., 25% of the time), and summing
these gives us 500 for the 10 interquartile ranges. In reality, only 334 interquartile
ranges contained correct answers, versus the expectation of 500. On this basis, one
can conclude a moderate level of overconfidence.

It is worth noting that the percentage falling within the interquartile range is
very much question-specific. On questions 1–3, most of the time correct answers
fell in ranges 3 and 4, which reflects mild underconfidence. In all other cases, less
than half the time answers fell in ranges 3 and 4, signifying overconfidence. In a
certain sense, questions 1–3 were “easy” questions, since they were all first asked
of individual subjects, which gave people the opportunity to mull them over, per-
haps even guess how others might answer. Moreover, to some extent they all
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involve personal experience and opinions. On the other hand, the remaining ques-
tions were “hard” questions—they were more factual in nature, and in some cases
downright obscure.

The reason this observation is important is because it implies that, while over-
confidence is observed for most individuals most of the time, it is not universal.
There is the tendency for underconfidence to be detected in certain situations. This
is often so for easy questions as opposed to hard questions.6 This is called the
hard-easy effect. It is appropriate to note here that there is also evidence that
underconfidence may arise when the strength of the evidence is low while the cred-
ibility of the source is high.7 For example, a moderately positive reference letter
from a very credible source may lead to underconfidence in the candidate’s poten-
tial, unlike the case of a strong reference letter originating from a dubious source,
which is more likely to lead to overconfidence.

Returning to the Alpert and Raiffa study, and in particular focusing on the two
extreme ranges (ranges 1 and 6), whereas for a given question correct answers
should fall in these ranges 2% of the time, now we witness much starker evidence
of calibration difficulties. Take question 6 for example, where we earlier said on
average people seemed to have it right. Unfortunately, respondents were too sure
of their views: 51% (24+27) of the time answers were located in these two extreme
ranges instead of the 2% that proper calibration requires. In the case of all
10 questions, well in excess of 2% of the time answers were located in the two
extreme ranges. While this was true to a lesser extent for the “easy” questions 1–3,
nonetheless, even these questions reflected marked overconfidence in the extreme
ranges.

6.3 OTHER STRAINS OF OVERCONFIDENCE

Overconfidence manifests itself in other ways in addition to faulty precision of
knowledge. Many people unrealistically have the tendency to think that their abili-
ties and knowledge are better than average. Illusion of control causes people
to believe that they have more power to exert control over events than is logical.
Excessive optimism reflects the feeling that things will be rosier than objective anal-
ysis suggests.

BETTER-THAN-AVERAGE EFFECT

Some studies have asked people to rate themselves relative to average on certain
positive personal attributes such as athletic skill or driving ability, and, consistent
with a better-than-average effect, many rate themselves as above average on those
attributes. But, of course, only (slightly fewer than) 50% of the people in any pool
can truly be superior. One researcher surveyed a sample of students, reporting that
82% rated themselves in the top 30% of their group on driving safety.8

One factor that facilitates a better-than-average belief is that often the exact
definition of excellence or competence is unclear.9 Naturally enough, people have
in the backs of their minds the definition that will make them look best. Take driv-
ing. Some might see “best” as most adept at steering; others might see it as
most competent at anticipating hazard; while still others might see it as being most
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skillful at weaving back and forth while speeding down the interstate. Both motiva-
tional and cognitive mechanisms are likely behind the better-than-average effect.
On the motivational side, thinking that you are better than average enhances self-
esteem. On the cognitive side, the performance criteria that most easily come to
mind are often those that you are best at.

ILLUSION OF CONTROL

Another strain of overconfidence is called illusion of control. This reveals itself
when people think that they have more control over events than objectively can be
true. For example, one sees dice players acting as if they can control the outcome
of the dice roll, and people actually believe that the risk of infection is partly a
function of the character of the person that they are coming into contact with.10

In one experiment, students were enrolled to participate in a gambling con-
test.11 When subjects entered the room individually, they faced another student
who was also to participate, but the latter student was actually a confederate who
had been instructed to role play as either “dapper” or a “schnook.” The experi-
menter shuffled cards and gave both the subject and the confederate a card face
down. Each was allowed to bet (privately) up to 25 cents per round that his card
was higher than his opponent’s. Clearly, this is a pure game of chance, with no
skill whatsoever involved. Nevertheless, subjects made significantly higher bets
(16.25 cents vs. 11.04 cents) when they were facing the “schnook.” Perhaps sub-
jects’ feelings of superiority induced a mindset that they could influence chance
events.

EXCESSIVE OPTIMISM

Related to illusion of control is excessive optimism. Abundant empirical investiga-
tion has corroborated the existence of this manifestation of overconfidence.12

Excessive optimism is present when people assign probabilities to favorable/
unfavorable outcomes that are just too high/low given historical experience or rea-
soned analysis. Examples of such very positive events or very negative events are
winning the lottery or dying of cancer.13 Further, students expect to receive higher
marks than they actually do receive, and they overestimate the number of job offers
that they will receive.14 Despite high divorce rates, newlyweds almost universally
expect that their marriages will succeed.15

Subject to so-called planning fallacy, people often think that they can accom-
plish more than they actually end up accomplishing, and that any costs incurred
will be as expected. In reality, many of us fall short of our work goals on a regular
basis. And, budget overruns are a common feature of large public projects. The
Sydney Opera House, for instance, was supposed to be completed in 1963 at a
cost of $7 million. Instead, it was finished 10 years later at a cost of $102
million.16

Such lack of realism is not without cost.17 The inability to meet one’s goals can
lead to disappointment, loss of self-esteem, and reduced social regard. Also, time
and money can be wasted pursuing goals that are unrealistic. Think of someone
enrolling in a program of study that to neutral observers is beyond his capability.
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Should he fail, a significant amount of time and money will have been wasted, and,
because of disappointment, he might be hesitant in the future to strive for other
goals that are truly within his grasp.

BEING OVERCONFIDENT IN MORE THAN ONE SENSE

Optimism and miscalibration can easily go hand in hand. Let’s suppose you are
about to bowl with your friends. In standard 10-pin bowling, 300 is the maxi-
mum score, and 200 is an excellent one. You are feeling buoyant today and
boldly predict 225 as your score, with a 90% confidence range of between 200
and 250. Over the year, you have averaged 175, with 90% of your results falling
within 50 points of this magnitude (i.e., between 125 and 225). On the basis of
your season record, you are excessively optimistic (by 50 points). Moreover, you
are miscalibrated, with your confidence interval being only 50% as wide as it
should be.

Though separating out excessive optimism and miscalibration in this case was
straightforward, in reality it is not always easy to tease out the different strains of
overconfidence. Returning to the example of someone enrolling in a program of
study that is to neutral observers beyond his capability, previously we argued that
excessive optimism was the culprit. It may be that the individual knows his limita-
tions, but is confident that he can pull it off this time. On the other hand, he might
not know his true level, attributing past failures to factors beyond his control. In-
deed, the better-than-average effect might be the problem, as he truly believes that
he is sufficiently capable to perform well.

ARE PEOPLE EQUALLY OVERCONFIDENT?

While it may be natural to be unsure of your knowledge in the case of general
knowledge, studies have also shown that people can be quite overconfident in their
fields of expertise. This has been shown for such occupations as market forecasters,
investment bankers, business managers, lawyers, and medical professionals.18

Thus, overconfidence afflicts experts as well as amateurs.
There is also evidence that the extent of overconfidence may be a function of

demographics. Most reliable is the difference in the degree of overconfidence be-
tween men and women, with men tending to be more overconfident than women.19

Interestingly, the magnitude of the difference depends to a great extent on the tasks
that they are asked to perform, with the difference being greater for tasks that are
perceived to be “masculine.”20

While we would all like to think that education is an unmitigated good, it ap-
pears to have its downside. In a Canadian survey, more educated people were not
only more confident than less educated people in their investment knowledge
(which is natural enough), but they were also more overconfident, which means
that the gap between their knowledge perception and actual knowledge was
greater.21 Perhaps people should take to heart the words of the Greek philosopher
Socrates, who is reputed to have once said, “I know nothing except the fact of my
ignorance.”22
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ARE PEOPLE CONSISTENTLY OVERCONFIDENT?

The fact that overconfidence has a number of manifestations, and that there are
different ways to measure it, begs the following questions. Are these same metrics
getting at the same psychological tendency? Are people consistently overconfident?
Is overconfidence, however measured, even a stable psychological construct?

Ideally, one might hope that, whatever the actual numerical results of particu-
lar tests, if one is overconfident using one test, one should also be overconfident
using another approach. This turns out to be not necessarily so, as people have
been shown to be sometimes overconfident and sometimes underconfident, depend-
ing on the test.23

If individuals’ overconfidence metrics are correlated—in other words, an indi-
vidual, who is shown to have a high overconfidence rating relative to her peers on
one test, is also likely be quite overconfident relative to her peers on another test—
this should provide comfort. Research has shown that this is not necessarily the
case, either. In fact, sometimes such correlations are very low.24

Gerd Gigerenzer even argues that overconfidence as demonstrated by calibra-
tion tests may be an illusion.25 His point is that overconfidence can be made to dis-
appear if the questions are reframed. In several experiments, he and collaborators
asked respondents a number of either/or questions. For example, which city has
more inhabitants, Hyderabad or Islamabad? Then subjects were asked how confi-
dent they were in their answer: 50% (a guess), 60%, 70%, 80%, 90%, or 100%
(I am sure). Referring to the two numerical columns on the left of Table 6.3, while
people were right 52%–56% of the time, when averaging over their confidence as-
sessments was done, their judgment was they would be right 67%–72% of the
time. This reflects mild overconfidence. In addition, at the end of all questions, sub-
jects were asked how many questions they thought they had successfully answered.
In this case, pure frequency judgments could be compared to actual frequencies.
The two numerical columns on the right of the table show that, given this apples-
to-apples comparison, overconfidence seems to disappear. Certainly one must
conclude that the manner in which questions are asked, that is, the frame of the ex-
periment, will have an impact on results.

TABLE 6.3
CONFIDENCE JUDGMENTS, ESTIMATED FREQUENCIES AND DISAPPEARING

OVERCONFIDENCE

Comparing confidence
judgments with frequencies

Comparing frequency judgments
with frequencies

Exp. 1 (n = 80) Exp. 2 (n = 97) Exp. 1 (n = 80) Exp. 2 (n = 97)

Judgment 0.67 0.72 0.52 0.52

Relative
frequency

0.52 0.56 0.53 0.56

Difference 0.15 0.16 −0.01 −0.04

Source: How to make cognitive illusions disappear: Beyond ‘heuristics and biases’, Gigerenzer, G., European Review
of Social Psychology Volume 2, 1991, pp. 83–115, reprinted by permission of the Taylor & Francis Group, http://
www.informaworld.com.
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6.4 FACTORS IMPEDING CORRECTION

Researchers have tried to explain why overconfidence is so prevalent among peo-
ple, and, more puzzlingly, why people fail to learn from past mistakes. It is believed
that three behavioral biases may contribute to the durability of overconfidence.
These are self-attribution bias, hindsight bias, and confirmation bias.

BIASES INTERFERING WITH LEARNING

In social psychology, attribution theory investigates how people make causal attri-
butions, that is, how they come up with explanations for the causes of actions and
outcomes.26 Certain persistent errors occur. For example, people, when observing
others, tend to over-attribute behavior to dispositional (as opposed to situational)
factors. If someone seems to be behaving badly, we naturally believe them to be of
bad character, rather than searching out environmental details that may be
explanatory.

Another manifestation of attribution bias appears to contribute to overconfi-
dence. Self-attribution bias, the tendency for people to attribute successes or good
outcomes to their own abilities, while blaming failures on circumstances beyond
their control, can lead to an increase in overconfidence.27 Suppose an overconfi-
dent individual observes personal performance outcomes that are logically a combi-
nation of external and internal (to the individual) forces. If things go well, the
thinking will be that this is because of great ability, skill, or knowledge (much
more so than an objective consideration of circumstances would warrant), and the
result will be an increase in overconfidence. On the other hand, adverse events, be-
ing only moderately ascribed to personal forces, will not lead to symmetric (but of
opposite sign) revisions in overconfidence. As it were, people “learn” to be
overconfident.28

Closely related to self-attribution bias is hindsight bias, which pushes people
into thinking that “they knew it all along.” This bias appears to be especially prev-
alent when the focal event has well-defined alternative outcomes (e.g., an election
or the World Cup final); when the event in question has emotional or moral over-
tones; or when the event is subject to the process of imagination before its outcome
is known.29

Going hand in hand with hindsight bias is confirmation bias, the tendency to
search out evidence consistent with one’s prior beliefs and to ignore conflicting
data. For example, in one experimental study where both proponents and oppo-
nents of capital punishment were exposed to evidence of a mixed nature, belief
polarization occurred, with those on each side sifting through the evidence to find
support for their prior view.30

IS OVERCONFIDENCE AN UNMITIGATED FLAW?

Overconfidence, particularly excessive optimism, may not be an unmitigated flaw.31

Research has shown that predictions about the future tend to be more optimistic
when there is a low degree of temporal proximity (that is, when one’s goal is far
off), and when a course of action has been committed to as opposed to the situation
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where several options are being contemplated. When these conditions are met, being
overly optimistic may enhance performance, and studies corroborate this.32

Still, while performance may sometimes be enhanced, it generally falls short of
predictions. Certain defense mechanisms, however, are in place to alleviate disap-
pointment.33 Specifically, there can be bias in either performance evaluation or in
prediction recall, and convenient excuses may suggest themselves. Take a student
whose performance on a test has fallen short of personal expectations. He might
say to himself: “Well, I did better than the class average anyway (shifting bench-
mark)”; “My expectation was ridiculously high given the difficulty of the material:
I couldn’t have been serious (questioning of prediction)”; or “Considering I had a
splitting headache from lack of sleep, I think I did amazingly well (convenient
excuse).” These defense mechanisms, by assuaging disappointment, allow one to
go forward with minimal damage to self-esteem and be just as optimistic the next
time round.

6.5 LOOKING AHEAD TO FINANCIAL APPLICATIONS

Overconfidence is prevalent in many realms, not the least of which is financial
decision-making. For example, in 15 surveys (each with approximately 1,000
respondents) conducted between 1998 and 2000 by the Gallup Organization for
UBS PaineWebber, respondents were asked what they expected the rates of return
on the stock market and on their portfolios to be in the following 12 months.34

On average, respondents expected their portfolios to outperform the market—that
is, they were excessively optimistic. Interestingly, consistent with the gender effect
discussed earlier, men expected their portfolios to outperform by a higher margin
than did women. Women, while overconfident, were less so than men.

In Chapter 9 we will discuss how overconfidence impacts the financial
decision-making of investors. Evidence will be presented that it leads people to
trade too much, underdiversify, and take on too much risk. Miscalibration, or be-
lieving that one’s information and analysis is more precise than it really is, can
lead people into a false notion that they can time the market or pick the next hot
stock. We also discussed in this chapter several forces that work against people
learning their true abilities. Consider how self-attribution bias might work in an in-
vestment context. When the market is rising, most stocks will do well, including
those that investors select for their portfolios, and most people will take that as an
affirmation of their acumen. On the other hand, when their stocks drop in price,
they will generally blame it on circumstances over which they had no control—
such as the general condition of the market or the economy.

Overconfidence may have an impact at the level of markets. In Chapter 13, we
will discuss behavioral explanations of anomalies. A number of models have been
formulated that account for such anomalies as momentum and reversal. Some of
these models accord an important role to overconfidence and related biases.

In Chapter 16, we will discuss how overconfidence can afflict managers and
entrepreneurs. Evidence will be presented that they are too ready to enter markets,
allow cash flows to dictate investment, invest excessively, acquire other companies
too readily, and take on too much debt because of excessive optimism and other
strains of overconfidence.
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Finally, we argued that overconfidence may not be an unmitigated negative in
the sense that it can lead to performance enhancement. Consider the case of market
entry. An individual has decided to start up a small business, and has made com-
mitments in this regard. While excessive optimism may have been a negative in the
sense that too many people pursue this particular goal given the evidence on small
business failure rates, it is helpful in another sense. The belief that success is likely
can foster effort and motivation, actually increasing one’s probability of success.

CHAPTER HIGHLIGHTS

1. Overconfidence is the tendency for people to overestimate their knowledge,
abilities, and the precision of their information, or to be overly sanguine of
the future and their ability to control it.

2. The calibration approach is often based on asking people to provide x%
confidence intervals. Miscalibration is present when the correct answer falls
inside the confidence intervals a percentage of the time markedly different
from x%.

3. Most people are overconfident most of the time, in the sense that their confi-
dence intervals are too narrow.

4. But sometimes underconfidence occurs, especially for easy questions.
5. Other strains of overconfidence exist as well. Consistent with the better-

than-average effect, many people unrealistically have the tendency to think
that their abilities and knowledge are better than average.

6. Illusion of control causes people to believe that they have more power to ex-
ert control over events than is logical.

7. Excessive optimism reflects the feeling that things will be rosier than objective
analysis suggests.

8. Not everyone is equally overconfident. Overconfidence is most prevalent in
well-educated males.

9. Some have criticized the ways in which overconfidence has been measured,
pointing out that someone can be overconfident using one test, but under-
confident using another. Others have argued that overconfidence can disap-
pear if the question is reframed.

10. Various biases impede the elimination of overconfidence. These are self-
attribution bias, hindsight bias, and confirmation bias.

11. Overconfidence may not be an unmitigated flaw. For example, under certain
conditions, it may enhance performance.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Miscalibration and excessive optimism
b. Better-than-average effect and illusion of

control

c. Self-attribution bias and confirmation
bias

d. Pros and cons of overconfidence
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2. Is miscalibration greater for easy questions
or hard questions? Is it greater when we
look at 50% confidence ranges or 98% con-
fidence ranges?

3. Provide an example where someone can be
both excessively optimistic and miscalibrated
at the same time.

4. Overconfidence does not quickly dissipate
via learning because of the existence of con-
tributing biases. Explain.

5. In 2007, the New England Patriots (an Amer-
ican football team) had a banner year, win-

ning all 16 regular season games. In these 16
games, their points were: 38, 38, 38, 34, 34,
48, 49, 52, 24, 56, 31, 27, 34, 20, 28, and 38.
Despite this obvious success, their fans were
still a bit overconfident going into the play-
offs. The consensus among fans was that they
would average 50 points per game in the
playoffs. Plus, their fans were 95% sure that
they would be within five points of this num-
ber (45 to 55). Illustrate the dimensions of
their overconfidence. (For the purposes of
this question, assume the Patriots participated
in four playoff games.)
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7EMOTIONAL

FOUNDATIONS

7.1 INTRODUCTION

Television and print reporters commonly attribute the decisions people make to
emotions. The financial press, in particular, relies on emotion to explain the move-
ments of financial markets, both up and down. But, we really do not know that
much about how emotions interact with behavioral influences and other emotions
to produce human actions and decisions. Even less is known about how the inter-
actions of innately emotional people produce market outcomes. To provide a basis
for our exploration of the role of emotion in financial decision-making, this chapter
reviews some of the pertinent psychological findings on emotion.

The chapter begins with defining what an emotion is. Six observable features al-
low us to differentiate emotions from other mental states people experience, like
moods. Next, Section 7.3 reviews psychologists’ views on how we experience emo-
tions. Whether our brain controls our emotions, or vice versa, is important for us to
understand because as financial decision-makers we want to know how to control
(or even put to good use) our emotional responses. Sections 7.4 and 7.5 consider
evolutionary theory and the structure of the brain. The human brain has undergone
great changes through evolution. Progress scientists have made in learning about the
evolution of the structure of the brain and the functions of particular parts of the
brain will allow us to use our brains to become better decision-makers. In addition,
studies of patients with damage to particular parts of the brain have provided signif-
icant insights into decision-making. Importantly, the evidence presented in Section
7.6 suggests that decision-making actually suffers when emotional responses are lack-
ing. Finally, after a section that recaps the relationship between our minds and our
bodies, Section 7.8 previews how emotion impacts financial decision-making.

7.2 THE SUBSTANCE OF EMOTION

Psychologists generally agree that such states as happiness, sadness, anger, interest,
contempt, disgust, pride, fear, surprise, and regret are emotions. We can each create
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our own list of emotions, but we begin by asking: What exactly is an emotion? And
how do emotions differ from other mental states? Although no features are unique to
emotions, Jon Elster argues that six observable features allow us to define an
emotion:1

1. Cognitive antecedents. In most cases, beliefs trigger an emotional response. For
example, you become angry when another driver runs a red light and almost
causes a collision because you believe the other driver is driving carelessly and
has endangered your life. Notice how this emotion differs from hunger,
another bodily state that arises because your stomach is empty. Though
hunger may be triggered by a belief (such as “it is noon so I must be hungry
for lunch”), it is generally triggered by a sensory signal (such as an empty
feeling or growling), rather than a thought. Of course the distinction is not
perfect, but it is generally understood that beliefs are important in the
generation of emotions.

2. Intentional objects. Emotions are about something like a person or situation.
For example, you are angry with the driver who ran the light. In most cases,
the object of the emotion is closely related to the belief that triggered the
emotion. You are angry with the driver of the other car because he is reckless.
Also note that the distinction between an emotion and a mood is important.
An emotion is about something, whereas a mood is a general feeling that does
not focus on anything in particular. You are angry with the reckless driver,
but you may also have been in a melancholy mood, in general, if you suffered
from depression.

3. Physiological arousal. Hormonal and nervous system changes accompany
emotional responses. Your body actually goes through hormonal changes
when you experience an emotion. During the near collision, you might feel
your blood pressure rising.

4. Physiological expressions. Emotions can be characterized by observable
expressions that are associated with how a person functions. You may express
your anger at the other driver by raising your voice or shaking your fist in his
direction. Though some physiological responses are functional, others simply
result from the situation. For example, an angry person’s red face results from
increased blood flow, but does not necessarily assist the person in resolving the
problem. Many physical expressions associated with emotions are consistently
observed characteristics. For example, if you saw a person with a red face and
clenched fists, you might guess that he was angry. Notice, also, that the
expressions are not necessarily unique and can result from very different
emotions. A red face is also associated with embarrassment or feelings of
shame. In addition to an angry reaction, a person might also clench his fists in
a time of celebration or joy.

5. Valence. Emotions can be rated on a scale with a neutral point in the center
and positive and negative feelings on the endpoints.2 Valence is a
psychological term that is used to rate feelings of pleasure and pain or
happiness and unhappiness. You are feeling very negative toward the other
driver. In many cases, emotions that are highly stimulating are also at the
positive or negative endpoints for feelings. Notice that we can’t always assume
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that strong emotions are at the endpoints (or vice versa). For example, one
author’s teenage daughter sometimes reports very strong feelings of boredom,
an emotion low on valence.

6. Action tendencies. Emotions are linked to action tendencies. When you
experience an emotion, you often feel an urge to act a certain way. In some
cases, you might even feel compelled to take action. You may have an impulse
to follow the reckless driver and give him a piece of your mind. Or, you might
modify the initial urge to action and simply drive away, while carefully
watching other drivers on your way home. This regulation of your action
tendency can result with or without conscious choice.3 Your body might
actually automatically inhibit your reaction. At the same time, social forces
rein you in.4 For example, you might decide against chasing the reckless driver
and telling him exactly what you think of him because you realize that others
will see a seemingly out-of-control response.

Together, the six features just described help us define what an emotion is and dif-
ferentiate emotions from other mental states.

Notice that many emotions can be regarded as negative (anger, contempt, dis-
gust, fear, and sadness). Historically, researchers in psychology have focused on
negative emotions. Positive emotions, such as happiness, have received much less
attention. This differential attention may have resulted from a desire to prevent
mental illness and make the world a better place. Recently, though, some psycholo-
gists argue that positive psychology has more promise in improving the quality of
life and alleviating suffering.5 According to this new branch of the discipline, a fo-
cus on positive functioning will allow psychologists to develop a science that pro-
motes positive growth in people and society.

It is equally important to understand what an emotion is not. As mentioned
previously, mood is distinct from emotion. Like emotions, moods usually have pos-
itive or negative valence, but, unlike emotions, moods tend to persist for long peri-
ods of time. In addition, emotions and moods are distinct in that emotions arise in
relation to an object or stimulus, whereas a mood is a general feeling not focusing
on any particular item. In contrast to emotions and moods is affect, or how a per-
son experiences a feeling. A person’s affective assessment is the experience a person
has in response to a stimulus. Affect is evaluative in that a person can say whether
a stimulus is good or bad, positive or negative. Note that although affect reflects an
evaluation, it does not require (or preclude) a cognitive response. For example, you
might think that a rose smells good but not really be able to cognitively evaluate
why it smells good to you. We think of emotional processes as including affective
reactions.6 Now that we know something about how emotions are characterized,
we turn to theories developed by psychologists to describe how emotions are
experienced.

7.3 A SHORT HISTORY OF EMOTION THEORY

If we understand where emotions come from and how they impact our behavior,
we will become better financial decision-makers. Can we control our emotions, or
do they control us? Though sometimes emotions are characterized as simply
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irrational responses to a situation, psychologists do not regard thought processes
and emotions as separate, opposing influences. Psychologists recognize that emo-
tions include cognitive, physiological, and overt behavioral elements.

Cognitive psychologists focus on specific mental processes, including conscious
mental processes like thinking, speaking, problem solving, and learning. Early work
on emotions explained emotions in terms of cognitive processes so that an emotion
is simply what we think about a situation. Taking a different perspective, in 1884,
William James developed a prominent theory of emotion that remains influential to-
day.7 This theory suggested that an emotion is a feeling resulting from an autonomic
response. The autonomic nervous system governs our bodies’ involuntary actions,
such as sweating, shaking, and even fleeing. According to James, if you see a bear in
the woods, you respond by freezing in your tracks and (initially) without emotion ap-
praising the situation, and then you have the conscious feeling of fear. Notice that
this differs from the simple explanation that when you see a bear in the woods you
feel fear and then you respond (see Figure 7.1). According to James, “we feel sorry
because we cry, angry because we strike, afraid because we tremble, and not that we
cry, strike, or tremble, because we are sorry, angry, or fearful, as the case may be.”8

James’s theory was dominant until another influential study by Walter Can-
non.9 Cannon argued that physiological responses sometimes occur without emo-
tion (e.g., sweaty palms). Although he agreed with James that emotions are
different from other states of the mind because of how the body responds, Cannon
did not agree that autonomic responses differentiated emotions because we can ob-
serve very similar responses with very different emotions (e.g., you might clench
your fists in joy or anger). Cannon also argued that people’s brains respond to a
stimulus before their body takes action. According to his theory, when you see a
bear in the woods, your brain and nervous system simultaneously receive signals.
You then experience the conscious feeling of fear and autonomic arousal at the
same time (you are probably sweating when faced with a large bear).

Until the 1960s, emotions were used to describe how people behaved. Many
psychologists were behaviorists and believed that their work should focus on ob-
served behavior, rather than mental processes. In other words, emotions were simply
descriptions of observed behavior, and psychologists devoted little attention to un-
derstanding the source of emotion10—that is, until Stanley Schachter and Jerome
Singer again raised the question of where emotions come from.11 They concluded
that emotions are our brain’s interpretation of a situation. Like James, they believed
that autonomic responses are important, but at the same time, they questioned, as
Cannon did, whether emotions can be differentiated simply by autonomic responses.
Their solution was a model that included a cognitive appraisal of the situation.
When you see a bear in the woods, your body responds. Then your brain searches
for an explanation to the arousal. Your brain recognizes that your body is respond-
ing to the bear, and you feel fear. You may want to run, but your emotions exert
control, allowing you to remain calm and leave the area as quickly as possible. If
you run, the bear will chase, which does not lead to the best outcome.

Though Schachter and Singer’s model and appraisal theories remain powerful,
in 1980, Robert Zajonc noted that an important piece was missing.12 He showed
that sometimes people experience emotion without any cognitive recognition of
the stimulus. In experiments in which he used subliminal exposure to stimuli,
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Zajonc found that people seemed to like patterns they were previously exposed to
but they could not reliably recognize. This finding is important because it suggests
that emotions can develop independent of cognition.

7.4 EVOLUTIONARY THEORY

In Chapter 3, we presented evidence that prospect theory has an evolutionary as-
pect to it. Emotions are no different. Recently, some psychologists have returned

FIGURE 7.1 Theories of Emotional Response – I See a Bear33
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to the contributions of Charles Darwin, which were made more than a hundred
years ago. Darwin is best known for his theory of evolution and natural selec-
tion.13 According to this theory, traits that contribute to the survival of a species
become characteristics of the species in the long run. Less fit individuals do not sur-
vive, and fit parents pass their characteristics on to their offspring. Species that do
not adapt this way become extinct. Darwin later argued that emotions, as well as
physical traits, are inherited and have become innate.14

Following Darwin, evolutionary theorists have also argued that our basic emotions
have evolved to promote the survival of the species.15 At times, a situation demands a
quick response and there is no time for deliberation. Indeed, many emotions are ex-
plained as rapid-fire innate responses to a stimulus, with cognition taking a smaller
role. An adaptive role is served because emotions lead to appropriate action and com-
munication. Consider the fearful animals in Figure 7.2. Though cats and dogs are very
different species, notice how similar their facial responses are. In addition, you might
have noticed how their hair becomes erect in a dangerous situation. They are on the de-
fensive, and if you came across either of them, the message would be clear. Get away as
quickly as possible! It is the emotional expression that communicates this.

Importantly, not only do emotions serve as communicating mechanisms, they
also serve as infectious mechanisms, that is, emotions can create analogous emotions

FIGURE 7.2 Similar Responses to a Dangerous Situation34
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in the observer, and this often occurs in a subliminal, noncognitive fashion.16 In
one study, merely seeing the picture of another person smiling led to the observer
smiling in concert.17 People observing emotions in a movie felt the same emotions
as the ones portrayed.18 People acting tensely transmitted tension to those watch-
ing.19 The ability of emotions to be “transmitted” is potentially important in the
context of social forces—a snowball effect occurs, with many people feeling the
same way at the time, not only because the original stimulus acts on different
people, but also because of the infectiousness of emotion.

While in a previous example we have observed commonality in emotional ex-
pression among animal species, does the same hold for people in different cultures?
It is interesting to note that similar facial and bodily expressions usually communi-
cate the same emotions in people of different cultures. Facial expressions appear to
define a set of emotions, though the elements of this set are not fully agreed upon.
Generally, the set of basic emotions defined by facial manifestations includes anger,
disgust, fear, interest, joy, and surprise.20 In addition, although there has been
some debate about whether there exists a universality of emotional facial expres-
sions, recent cross-cultural studies provide support for the notion that there are
strong similarities in facial expressions across distinct cultures.21

For evolutionary psychologists, it is no surprise that emotions are similar
across cultures because animals display facial expressions that are consistent with
analogous human emotions. Though animals are not capable of complex reasoning,
their facial expressions are similar to the human facial expressions commonly associ-
ated with certain emotional responses. Certain emotions, generally called primary
emotions, are hardwired into our brains because they evolved before other mental
systems.22 Evolutionary psychologists believe that the higher brain areas that govern
our complex mental processes evolved after primary emotions were already in place.
Vertebrate animals have similar brain structures, although with one very important
difference: the size of the forebrain. In the following section, we consider the anat-
omy of the human brain to better understand the source of emotion.

7.5 THE BRAIN

An understanding of the brain is important when we study emotion. Scientists have
devoted a lot of attention to mapping the brain and associating functions with
parts of the brain. In this regard, modern technology has been very helpful to scien-
tists in moving forward. PET (positron emission tomography) scans use harmless
radioactive substances to map brain activity. The radioactive substances tend to ac-
cumulate in active areas of the brain, giving colored maps of brain activity. An-
other very useful tool to scientists is fMRI (functional magnetic resonance
imaging), which is much less invasive because it does not require injection of any
substances. Using fMRI, scientists can monitor blood and oxygen flow in the brain
and locate active areas.23

Scientists have been able to associate human functions with parts of the brain.
Figure 7.3 illustrates the anatomy of the brain, which we will briefly review start-
ing at the bottom. The picture on the left shows the brain stem structures and ma-
jor lobes of the brain. The brain stem structures include the medulla, pons, and
cerebellum. The medulla connects the rest of the brain to the spinal cord and regu-
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lates many of our unconscious functions, including breathing, blood pressure, and
circulation. The pons, which ties the brain stem and medulla, regulates eye move-
ments, sleep, and dreaming. The cerebellum coordinates our movements and is im-
portant for physical balance.

The limbic system is deeper in the brain and scientists have not fully defined its
boundaries. This system borders the upper and lower parts of the brain. It is partic-
ularly important to us because it regulates instinct and some believe it to be the
center of much emotional activity. The thalamus is in the middle of the limbic sys-
tem and most sensory information passes through it. The thalamus integrates this
information and sends it on to other parts of the brain. The amygdala evaluates
sensory information and is important in the evaluation of primary emotions such
as anger and fear. These responses can be characterized as automatic, rather than
resulting from controlled evaluation. The hippocampus is important for the storage
of long-term memory and allows us to access facts and events to assess new situa-
tions. The cingulate gyrus is thought to be important in evaluating emotional ex-
periences. The two remaining structures of the limbic system are the fornix and
parahippocampal gyrus, which connect parts of the brain.

The forebrain includes the cerebrum, the largest part of the brain. The cere-
brum can be divided into two hemispheres, each consisting of four parts: the tem-
poral, occipital, parietal, and frontal lobes. Scientists have had some success in
identifying the purpose of each lobe. The temporal lobe governs speech, language,
and memory. The occipital lobe is the center of vision functions. The parietal lobe
is our center of sensory feeling, including skin response and temperature. The
frontal lobe is the largest lobe in our brain and regulates motor abilities, memory,
judgment, decision-making, and the ability to plan for the future.

FIGURE 7.3 Anatomy of the Brain
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In the last few million years, the human brain has experienced remarkable changes.
The human brain grew quickly and doubled in mass. As we will now discuss, the cere-
brum gives humans a decided advantage over other animals—the ability to plan.

7.6 EMOTION AND REASONING

Scientists have discovered a lot about the structure of the brain, though they are not
all in agreement about the functions of each part. Many important emotions appear
to be centered in the amygdala, but as we will see, the frontal lobe is also impor-
tant. We will also now see that we cannot separate emotion and cognition when
we consider whether emotions are good or bad in the context of decision-making.

Antonio Damasio provides remarkable evidence that decision-making suffers
without emotion.24 His behavioral and physiological evidence indicates that the
neural systems for reason and emotion cannot be separated. Thus, decision-
making and emotion are intertwined. Damasio closely studied the behavior of
brain-damaged patients who were emotionally flat because of frontal lobe brain
damage. These patients had average or above-average cognitive abilities though
their emotional responses were abnormal. Damasio evaluated the patients’ abstract
problem solving, attention, knowledge, language, and memory and found no defi-
ciencies. Yet, his patients had difficulty making decisions. They were not able to
plan a future course of action. This evidence led Damasio to hypothesize that
flawed reason and impaired feelings were related.

The experience of an individual who lived in the nineteenth century heavily in-
fluences Damasio’s thinking. In 1848, a 25-year-old construction foreman named
Phineas Gage was involved in a catastrophic construction accident. Phineas was
considered to be a successful and capable railroad construction manager, and was
known to show good character and be able-bodied—that is, until a distracted Phi-
neas inadvertently discharged an explosion that sent an iron bar through his left
cheek, exiting the top of his head. Figure 7.4 illustrates the nature of his injury.

FIGURE 7.4 Phineas Gage
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Remarkably, the iron bar used to explode rock was three-feet, seven-inches long
and one and one-quarter inches in diameter, while weighing thirteen and one-
quarter pounds. Even more remarkable is the fact that Phineas survived!

Phineas eventually regained physical strength and had no speech or language
problems. Yet, all who knew him observed a severe change in personality. The
change was so extreme that his former employers would not allow him to return
to his construction job. Though he worked odd jobs, Phineas was never able to
land a stable position. He no longer seemed to have concern for his future. Dama-
sio connects Phineas’s change of character to frontal lobe damage. Other research-
ers have also noted that patients with frontal lobe damage are severely restricted in
their ability to plan for the future.25 Though they appear to be very calm, these pa-
tients are also unable to plan.

Another more recent case, referred to as Elliot, provides additional support for
this conclusion. Elliot had an acute change in personality following the removal of
a brain tumor in his frontal lobe while in his thirties. Elliot had been a thriving
member of the community and was known as a good husband, father, and busi-
nessman. After surgery to remove the tumor, Elliot was no longer productive. He
could not hold a job or maintain social relationships. His family and friends could
not understand his foolish behavior. At the same time, his intelligence quotient (IQ)
continued to indicate superior intelligence. Elliot had no apparent damage to his
memory, perceptual ability, language, arithmetic ability, or comprehension of new
material. Yet, Elliot was completely incapable of making a decision, particularly if
it was of a personal or social nature. He could reason through a problem, but he
could not select a future course of action. Even Elliot, himself, realized that he no
longer had the same response to emotional stimuli. Things that once made him
strongly react, now had no effect on him whatsoever. Elliot’s experience exempli-
fies the link between planning and emotion. With impaired emotional responses,
Elliot did not seem to think about how his choices impacted his life going
forward.

Based on Phineas’s and Elliot’s experiences, as well as those of other brain-
damaged patients, and extensive study of the brain, Damasio concludes that emo-
tion has an important influence on reasoning. Reason and emotion are integral
parts of a human being, and the brain and body are interconnected. We cannot un-
derstand human behavior if we don’t recognize the connections between the mind
and body. Damasio’s research suggests that emotion and rational decision-making
are complementary.

Other neuroscience studies provide support for Damasio’s claims. Neuro-
science is the science that studies the brain and nervous system. Neuro scientists
have concluded that emotion enhances decision-making in two ways.26 First, when
making a decision is critical, emotion pushes us to make one. Sometimes there are
so many options to consider that if we evaluated each one we would spend absurd
amounts of time making a decision. Emotion allows us to focus on the critical as-
pects of a decision so we don’t get tangled up in all the details. Our emotions help
us to optimize because the cost of processing all information can be overly burden-
some. Second, our emotions can help us make better decisions. Psychology studies
show that emotions have an important influence on decision-making.27 Although
suboptimal decisions are often attributed to emotions, poor decisions can result
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when emotions are missing. Positive emotions may actually facilitate access to in-
formation in the brain, creativity, problem solving, and negotiation, thus building
a better decision-making process. In addition, when we are provided with many
courses of action, our emotions promote the choice of the best path.28

As discussed previously, after millions of years of natural selection, the human
brain has had an astonishing transformation. Unlike other vertebrate animals, we
can reason and plan for the future. These abilities are critical for the survival of
the human species. It has even been argued that a person’s ability to succeed
greatly depends on his emotional intelligence as measured by his emotional quo-
tient (EQ).29 Analogous to a measure of a person’s cognitive intelligence using an
IQ test, EQ tests attempt to measure a person’s ability to identify and manage their
own emotional responses, as well as those of others. Emotions allow us to make
quick, appropriate, and rational responses to stimuli, including such divergent
situations as a dangerous encounter or a financial decision.

7.7 OUR MINDS, BODIES, AND EMOTION

We have learned a lot about emotions and the brain in this chapter, but central
questions remain. What is the source of emotions? We know that emotions are
part of the human experience, but how do they arise?

The source of emotion includes cognitive, physiological, and evolutionary as-
pects. Thought processes and emotion should not be viewed as separate, opposing
influences. Psychologists recognize that emotions include cognitive, physiological,
and overt behavioral elements. The reasoning of a person is the result of a complex
interaction of the mind and body, and an understanding of the process must in-
clude all aspects of the being.30

Evolutionary theories of emotion suggest that emotions are responses resulting
from evolutionary conditioning.31 Though these responses may be useful, do we
choose them or are they simply thrust upon us in response to a situation? Strictly
speaking, we cannot choose our emotional response if an emotion is an innate re-
sponse to a stimulus. Even if our emotions are not consciously chosen, we all have
the ability to control the degree of an emotional response, at least to some extent.32

In the case of extreme emotional response, whether positive or negative, we are all
better off if we take a step back and attempt to carefully consider the best response.

7.8 LOOKING AHEAD

Later in the book, particularly in Chapters 10, 14, 16 and 20, we discuss how
emotion (along with mood and brain architecture) impacts financial decision-
making. Before looking ahead, let’s look back—to prospect theory. In Chapter 3
we discussed prospect theory and made the point that prospect theory is sometimes
argued to have a strong emotional basis.

By way of motivation, recall the fact that many people buy lottery tickets,
which runs counter to loss aversion in the domain of gains. At the same time,
many of these same people are buying insurance, which runs counter to risk seek-
ing in the domain of losses. Two common emotions that are often associated with
financial markets are fear and greed. Buying a lottery ticket has an expected
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negative return, so it can hardly be viewed as an investment. It is natural to associ-
ate such behavior with a desire to get rich quick. Is this greed? On the other hand,
buying insurance, again a negative-return investment, is all about fear, the fear of
catastrophe and ruin. In prospect theory, the inverse-S shape of the weighting func-
tion explains the purchase of lottery tickets and insurance. This suggests that the
nonlinearity of the weighting function may arise from emotion.

If activities such as purchasing lottery tickets and insurance have a strong emo-
tional component, in emotion-rich situations one might expect the weighting func-
tion to be more inverse-S shaped (that is, farther from linear) than in situations
with less emotional resonance. In one novel experiment, Yuval Rottenstreich and
Christopher Hsee found evidence that this was so. Half of the students who partic-
ipated were told to hypothetically choose between meeting and kissing their favor-
ite movie star (with certainty) versus $50 (also with certainty). A second group of
students were offered the choice between a lottery offering a 1% chance of winning
$50 in cash versus a 1% chance of meeting and kissing their favorite movie star. In
the certainty condition, 70% preferred the cash, while in the lottery condition,
65% preferred the chance of a kiss. This result can be explained by the inverse-S
shaped weighting function being less linear (more “bent”) in the case of emotion-
laden situations (such as the star kiss prize). In effect, the greater bend in the
weighting function, implying greater weights for very low-probability events,
pushes some people into preferring the chance of the kiss prize. Marketers of lot-
tery tickets seem to sense this as they don’t tend to show winners in advertisements
with suitcases of money. Rather, they show them with sports cars and sunning in
the South Seas.

In Chapter 10, the focus will be on the manner in which emotion impacts how
individual investors make financial decisions. Two behaviors will be stressed. The
first is the disposition effect, the tendency to hold losing investments longer than
winning investments. The second is really two related behaviors, one being the
house money effect, which is the tendency to take on more risk after investment
success; and the other being the break even effect, the tendency to take on more
risk after poor investment results. What the house money effect and the break
even effect clearly have in common is that they imply that changing fortunes lead
to increased risk taking. Notably, both the disposition effect and the house money/
break even effects have competing prospect theory and emotion explanations. This
perhaps should not be surprising given the relationship between emotion and pros-
pect theory. Also in Chapter 10, we consider whether market mood may have an
impact on prices. When a person has a positive disposition (perhaps because of na-
tional sporting success or because the weather is agreeable), is there a tendency to
be more open to risk taking? Can lower aggregate risk aversion push prices up? A
house money effect at the level of the stock market may operate in a similar fash-
ion: high prices create euphoria, reducing risk aversion, leading to still higher
prices. In an analogous fashion, systematic pessimism (for related, but opposite,
reasons) may push aggregate stock prices down.

Looking even further ahead, in Chapter 14 we look at certain puzzles at the
level of aggregate stock prices. One puzzle is the equity premium puzzle, namely
the finding that equities have earned even more than they should have versus
fixed-income investments such as bonds, when one objectively considers the
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differential risk. One explanation that has been proposed is based on loss aversion.
Emotion suggests a possible basis for loss aversion in that people may strongly fear
the unknown. In Chapter 16 we consider whether corporate managers are influ-
enced by emotion. Indeed there seems to be some evidence that affect impacts the
adoption of investment projects. Finally, in Chapter 20 we focus on the trader
who, through experience, has honed his trading skills. Neurofinance provides new
insight into how skills, like trading, are developed. Neurofinance is a new and rap-
idly growing field that uses neurotechnology to examine how the brain behaves
while a person is making financial decisions.

CHAPTER HIGHLIGHTS

1. Examples of common emotions are anger, contempt, disgust, fear, happiness,
sadness, regret, and surprise.

2. Six observable features differentiate emotions from other mental states:
cognitive antecedents, intentional objects, physiological arousal, physiological
expressions, valence, and action tendencies.

3. Early theories of emotion focused on whether autonomic responses defined
emotions and how the brain processes information.

4. More recently, theorists recognize that evolution is an important determinant
of emotions. Emotions promote communication both within and across
cultures and species.

5. Scientists have been able to associate human functions with specific parts of
the brain.

6. The cerebrum is what distinguishes the human brain from those of other
vertebrate animals. The ability to plan for the future is critical to the
advancement of the human species.

7. Decision-making actually suffers without emotion. The case of Phineas Gage
provides a striking historical example.

8. Emotions push us to make a decision when timing is critical.
9. Emotions help us to make better decisions because they allow us to better

evaluate information.
10. A person’s success is dependent on his emotional intelligence, in addition to

his intelligence quotient.
11. Emotions and cognition are intertwined, just as the mind and body interact.
12. Although we might not always choose our emotions, we can regulate their

intensity.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts/
individuals:

a. IQ and EQ
b. Mood and emotion

c. Human brain and the brain of other
animals

d. Phineas Gage and Elliot
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2. You are considering managing your own
money rather than trusting in an investment
advisor. Some argue that emotional intelli-
gence may be just as important as investment
knowledge. Do you agree? Discuss.

3. Imagine you just won a lottery with a $10
million prize. What primary emotions might
you feel? (Note that the seven primary emo-
tions generally include anger, contempt, dis-
gust, fear, happiness, sadness, and surprise.)
Describe their features, including the six

used to define an emotion. Be sure to include
observables.

4. Your colleague argues that emotion and rea-
soning are completely separate influences on
decision-making. Do you agree? Discuss.

5. Put yourself in the place of an equity mutual
fund manager. Think of all the stocks you
might select for inclusion in the portfolio.
How would emotions enhance your decision-
making process?
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CHAPTER

±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±±
8IMPLICATIONS OF

HEURISTICS AND BIASES
FOR FINANCIAL
DECISION-MAKING

8.1 INTRODUCTION

As we saw in Chapter 5, while heuristics are usually excellent time- and effort-
saving decision-making mechanisms, they sometimes appear to lead investors in
unfortunate directions. In this and later chapters, we return to these heuristics
when we investigate their potential impact on the behavior of investors, future
retirees, analysts, and managers, and how they may potentially impact market out-
comes. The focus of this chapter is how heuristics influence investor financial
decision-making, with the investment decisions of future retirees reserved for
Chapter 17.

Section 8.2 deals with financial behaviors stemming from familiarity. One
aspect of familiarity is home bias, the tendency to overinvest domestically and
locally. While investment close to home can stem from an informational advantage,
this is probably not the whole answer. Related to home bias is the tendency to
invest in companies you work for or brands you know. In Section 8.3, we turn
to behaviors stemming from representativeness and related biases. The tendency to
overestimate predictability likely induces investors to believe that good companies
are good investments. This, coupled with recency, persuades people to believe that
good recent stock market performers are good buys. And the availability bias
pushes people into concentrating on investments in securities for which information
is freely available. In Section 8.4, we show that anchoring causes people to be
excessively influenced by suggested or available cues, instead of relying on their
own opinion or expertise. This is demonstrated in the context of expert views of
real estate value.
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8.2 FINANCIAL BEHAVIORS STEMMING FROM FAMILIARITY

HOME BIAS

Though preferences are slowly changing in this regard, it continues to be true that
domestic investors hold mostly domestic securities—that is, American investors
hold mostly U.S. securities; Japanese investors hold mostly Japanese securities; Brit-
ish investors hold mostly U.K. securities; and so on. Kenneth French and James
Poterba documented this tendency.1 Referring to the first numerical column of
Table 8.1, we see displayed the aggregate market values of the six biggest stock
markets in the world. The United States, as of 1989, had 47.8% of world market
capitalization, Japan 26.5%, the U.K. 13.8%, France 4.3%, Germany 3.8%, and
Canada 3.8%.2 Nevertheless, a typical U.S. investor held 93.8% in U.S. stocks; a
typical Japanese investor held 98.1% in Japanese stocks; and a typical U.K. inves-
tor held 82.0% in U.K. stocks.3 Thus, domestic investors overweight domestic
stocks. This behavior is called home bias.

Bias toward the home country flies in the face of evidence indicating that diver-
sifying internationally allows investors to reduce risk without surrendering return.4

This is particularly true since stock markets in different countries are not highly
correlated.5 The average pairwise correlation coefficient for the countries listed in
the previous paragraph during 1975–1989 was 0.502, which attests to the gains
from diversification.

One reason why investors might hold more domestic securities is because they
are optimistic about their markets relative to foreign markets. Using an expected
utility maximization approach and historical correlations between markets, French
and Poterba estimated what expected returns would have to be in order to justify
the observed asset allocation, and Table 8.2 reports their results. To justify their
overweighted U.S. holdings, American investors would have to believe that their
market would beat the second-best market (Canada) by 80 basis points; Japanese
investors would have to believe their market would outperform by at least 280
basis points; and in the United Kingdom, the comparable figure was a whopping
430 basis points. Obviously this set of beliefs is contradictory and implies excessive

TABLE 8.1 ESTIMATED COUNTRY WEIGHTS (%) AMONG INTERNATIONAL INVESTORS

Market value
weights

U.S.
investors

Japanese
investors

U.K.
investors

U.S. 47.8 93.8 1.3 5.9

Japan 26.5 3.1 98.1 4.8

U.K. 13.8 1.1 0.2 82.0

France 4.3 0.5 0.1 3.2

Germany 3.8 0.5 0.1 3.5

Canada 3.8 0.1 0.1 0.6

Source: French, K. R., and J. M. Poterba, 1991, “Investor diversification and international equity markets,” American
Economic Review 81, 222–226.
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optimism—at least on the part of two of the three sets of investors. The next chap-
ter will focus on excessive optimism in financial decision-making.

Another behavioral explanation is along the lines of comfort-seeking and
familiarity. As we discussed in Chapter 5, people tend to favor that which is famil-
iar. U.S. investors are more familiar with U.S. stocks and markets, and so they are
more comfortable investing in U.S. securities. The same holds equally for foreign
investors.6

As is so often true where behavioral explanations have been advanced to
explain apparently anomalous behavior, rational explanations are also put for-
ward. International investment may be less attractive because of institutional bar-
riers, examples of which are capital movement restrictions, differential trading
costs, and differential tax rates. French and Poterba downplay these arguments,
however. While at one time there were significant capital movement restrictions, at
the time of their work, they were not in effect. As for differential trading costs, if
costs in one country are lower than in other countries, this is a reason for all inves-
tors to favor the low-cost country, but we do not see this type of behavior. Addi-
tionally, especially with the international system of dividend withholding taxes and
counterbalancing tax credits, there is little difference between domestic and foreign
tax burdens for most investors.

DISTANCE, CULTURE, AND LANGUAGE

The argument that institutional considerations cause investors to shy away from
foreign investments becomes weak if it can be demonstrated that people prefer to
invest locally, even within their own country. Gur Huberman reports on a case of
such “intra-national” home bias.”7 In 1984, AT&T was forced by the court into a
divestiture whereby seven “Baby Bells” were created. These companies were cre-
ated along regional lines. An example is BellSouth serving the southeastern United
States. If people like familiarity, then we would expect a disproportionate number
of a Baby Bell’s customers to hold a disproportionate number of shares in the
same Baby Bell. Indeed, that is exactly what happened after the divestiture. While
we often hear that we should buy locally, from a diversification standpoint, if

TABLE 8.2 EXPECTED RETURNS (%) IMPLIED BY ACTUAL PORTFOLIO HOLDINGS

U.S. investors
Japanese
investors U.K. investors

U.S. 5.5 3.1 4.4

Japan 3.2 6.6 3.8

U.K. 4.5 3.8 9.6

France 4.3 3.4 5.3

Germany 3.6 3.0 4.8

Canada 4.7 3.0 4.0

Source: French, K. R., and J. M. Poterba, 1991, “Investor diversification and international equity markets,” American
Economic Review 81, 222–226.
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anything, you are wise to underweight (not overweight) local companies. If the
economy of your region fares poorly, this will be bad both for the stock market
performance of local companies and the employment prospects of local workers
(yourself included). If you work and invest locally, technically speaking, your two
income sources are highly correlated. Diversification theory says you should look
for income streams that are weakly correlated. For this reason, it would have been
better for investors to buy stock in Baby Bells outside their region.

In a related study, Mark Grinblatt and Matti Keloharju demonstrate that the
preference for familiarity extends to language and culture.8 In Finland, there are
two official languages, Finnish and Swedish.9 Annual reports are normally pub-
lished in Finnish or in both official languages, but in a few cases reports are only
published in Swedish. It turns out that, after controlling for other relevant factors,
Finnish investors prefer companies whose language of publication is Finnish, and
Swedish investors prefer companies whose language is Swedish—with bilingual
companies being mid-ranked by both groups of investors. Interestingly, culture
matters as well. These authors took note of whether CEOs were Finnish or
Swedish. Controlling for the language of the company, Finnish speakers prefer
Finnish CEOs, and Swedish speakers prefer Swedish CEOs. The lesson seems clear:
familiarity, on all levels, “breeds” investment.10 Moreover, there is evidence that
even institutional investors may not be immune from this tendency.11

LOCAL INVESTING AND INFORMATIONAL ADVANTAGES

One reason why investors may favor local markets—where local is interpreted as
either domestic or close-to-home, but within the same country—is because they
may possess, or may feel that they possess, informational advantages. Gains from
being geographically close to a company may appear in improved monitoring capa-
bility and access to private information. Joshua Coval and Tobias Moskowitz
investigated this issue in the context of mutual fund managerial performance.12

They first established that mutual fund managers, consistent with familiarity bias,
tend to favor local investments, that is, they tend to buy firms headquartered
within a 100-mile (or 161-kilometer) radius of their head office. Specifically, they
conclude that the average manager invests in companies that are located about
10% closer to her than the average firm she could have held. Further, local equity
preference is related to firm size, leverage and output tradability, with small,
levered firms producing goods that are not traded internationally tending to be the
ones where local preference comes through strongest.

Consider rational motivations for investing locally. One is hedging demand. If
you consume local goods at local prices, it can make sense to hedge by investing
locally. If locally produced goods are not traded outside the local region, then it is
reasonable to talk about local prices. Take haircuts, which are as non-tradable as
one gets.13 If you buy the stock of a local haircutting company, your future haircut
consumption, which must be local, is well hedged. The finding that local equity
preference is more pronounced among companies whose goods are not traded
internationally is consistent with hedging demand.

Size and leverage, on the other hand, suggest an information differential expla-
nation, as smaller, levered firms are likely to be ones for which local informational
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advantage may be stronger. To test this, Coval and Moskowitz investigate whether
local preference can generate a boost to performance. As has been discussed previ-
ously, most studies indicate that the average actively managed mutual fund has
been unable to consistently outperform its benchmark on a risk-adjusted basis.14

Notably though, Coval and Moskowitz demonstrate a significant payoff to local
investing. Fund managers on average earn 2.67% per year more on local invest-
ments, while local stocks avoided by managers underperform by 3% per year.
Moreover, they find that those better able to select local stocks tend to concentrate
their holdings more locally. Are retail investors also able to exploit this? The evi-
dence points in this direction as stocks with high levels of local ownership tend to
outperform, and this effect lasts for several months, suggesting those with access
to such data could earn excess returns. In other research, there is evidence that
retail investors take advantage of the opportunity.15 Reminiscent of the money
manager finding, based on a dataset of retail investors, local investments outper-
form remote investments by 3.2% per year.

INVESTING IN YOUR EMPLOYER OR BRANDS THAT YOU KNOW

There is also abundant evidence that investors overweight the stocks of companies
whose brands are familiar or that they work for. As for the first, Laura Frieder and
Avanidhar Subrahmanyam looked at survey data on perceived brand quality and
brand familiarity (recognition) and asked whether these attributes impacted inves-
tor preferences.16 To answer this question, they correlated institutional holdings
with these factors. Note that high institutional holding in a stock implies low retail
holding in that same stock. These researchers found that institutional holdings are
significantly and negatively related to brand recognition, but no discernible impact
was present for brand quality. The former implies that retail investors have a
higher demand for firms with brand recognition, which is consistent with comfort-
seeking and familiarity.

Still, Frieder and Subrahmanyam argue that recognizable brands are associated
with companies with more readily accessible information for average investors. They
provide a model that shows that investors will, ceteris paribus, demand more of a
stock when they have more precise information about the stock. Therefore, in this
context as in others, a natural informational advantage may stem from familiarity.

As for overweighting companies that one works for, while the same sort of
familiarity versus informational advantage debate is possible, the extent to which
some investors invest in these companies seems to transcend an informational
explanation. Many “employee-investors” put a very high percentage of their inves-
tible wealth in their employer’s stock, thus foregoing a significant amount of possi-
ble diversification.17 This will be discussed in more detail in Chapter 17.

8.3 FINANCIAL BEHAVIORS STEMMING FROM REPRESENTATIVENESS

There is evidence that representativeness and related biases induce inappropriate
investment decisions. To casual observers it seems obvious that if a company has
high-quality management, a strong image, and consistent growth in earnings, it
must be a good investment. Students of finance, of course, know better. In
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valuation, future cash flows are forecasted and discounted back to the present
using an appropriate risk-adjusted discount rate. All the aforementioned attributes
that make a company a good company should theoretically be reflected in these
estimates of future cash flows (including the growth in cash flows) and the risk-
adjusted discount rate—that is, they should already be impounded in price. Loosely
speaking, good companies will sell at high prices, and bad companies will sell at
low prices. But, once the market has adjusted, there is no reason to favor a good
company over a bad company, or, for that matter, a bad company over a good
company. Quite simply, it is a mistake to think that a good company is representa-
tive of a good investment, and yet, that is exactly what people often seem to
believe. Further, according to market efficiency, excess returns should be unpredict-
able. Nevertheless, as we have noted, there is a tendency to overestimate predict-
ability. In this context then, there may be a tendency to associate past success
(which led to high past returns) with likely future returns.

GOOD COMPANIES VS. GOOD INVESTMENTS

Hersh Shefrin and Meir Statman provide some very revealing evidence.18 As they
report, Fortune magazine has been surveying senior executives on company attri-
butes for a number of years.19 Executives are asked to assign values between “0”
(poor) and “10” (excellent) to each company in their industry for the following
items: quality of management; quality of products/services; innovativeness; long-
term investment value; financial soundness; ability to attract, develop, and keep tal-
ented people; responsibility to the community and environment; and wise use of
corporate assets. While Fortune reports average scores on all attributes as a proxy
for company quality, because 82% of respondents consider quality of management
as the most important attribute of a company’s quality, these researchers use it as
their proxy for company quality.

In Table 8.3 we report some regressions from Shefrin and Statman. From the
first panel, we see that management quality (i.e., good company measure) and
value as a long-term investment (i.e., good stock measure) are very highly corre-
lated: the R2 value from the first regression suggests a correlation (take the square
root of R2) of 0.93—that is, executives believe that good companies are good
stocks. As discussed before, it is important to understand that no company attri-
bute should be associated with investment value: all information on company qual-
ity should already be embedded in stock prices so that all companies (good ones
and bad ones) are equally good investments (on an ex ante basis).

The bottom three regressions (i.e., those in the lower panel) reveal that two
firm characteristics, size and the book-to-market ratio, are strongly associated with
perceived management quality. Specifically, big companies and those that have low
book-to-market ratios (where the latter are considered growth companies) are seen
to be good companies. This is not overly surprising. Big companies have often be-
come big because they are good (i.e., well managed), and growth should come
from quality.

Turn to the last regression in the upper panel. In this regression, value as a long-
term investment is regressed on size, book-to-market, and management quality.
As before, the latter strongly impacts perceived investment value. Additionally,
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however, size and book-to-market, even after accounting for their impact on man-
agement quality, independently influence investment value. Big firms are viewed as
good investments, and growth companies are viewed as good investments. In other
words, big high-growth firms are representative of good investments. Interestingly,
as was discussed in Chapter 4, the empirical evidence points in the exact opposite di-
rection. It is small-cap value firms that have historically outperformed. Indeed, the
tendency for individuals to use representativeness in this context may have contrib-
uted to the small-firm and value anomalies.20

In related research, there is evidence that firm image impacts the perception of
investment attractiveness. As argued previously, while a positive firm image can
only be seen as a good attribute, its ability to generate cash flows and growth
should have already been capitalized in the price of the stock. In one experiment,
disclosures related to image that are not value-relevant are released to partici-
pants.21 Subjects are more likely to invest in firms with a positive image than those
with a negative image, even controlling for such value-relevant attributes as indus-
try membership and financial data.22 If firm image has such impact, one might
expect the same would be true for perception of brand quality. Nevertheless, in
one previously discussed study, there was no evidence that perception of brand
quality, once brand recognition was controlled for, led to retail investors increasing
their demand for a stock.23

CHASING WINNERS

Research has also shown that investors choose securities and investment funds
based on past performance. To those with this view, investment performance in
the recent past is representative of future investment performance. This form of

TABLE 8.3 INVESTMENT VALUE AND MANAGEMENT QUALITY REGRESSIONS

Constant Log(Size) Log(B/M)

Manage-
ment

Quality N Adj. R2

Dependent variable: Value as a long-term investment

−0.79
(5.13)

1.03
(43.95)

311 0.86

−0.86
(4.48)

0.15
(7.53)

−0.11
(2.63)

0.85
(31.69)

257 0.89

Dependent variable: Management quality

3.71
(11.32)

0.36
(9.02)

270 0.23

6.16
(79.02)

−0.75
(9.46)

257 0.26

4.64
(13.72)

0.21
(4.60)

−0.57
(6.60)

257 0.31

Source: Shefrin, H., and M. Statman, 1995, “Making sense of beta, size, and book-to market,” Journal of Portfolio
Management 21(2), 26–34.
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representativeness is often called recency. Such trend-following, or momentum-
chasing, has long been a popular strategy, and, coupled with detecting turning
points, is at the heart of technical analysis.24 A survey of individuals from the
American Association of Individual Investors reports that more people become
bullish if the market has recently turned up.25 In the context of mutual funds,
strong past performance leads to abnormally high inflows of investor money.26

Trend-following is an international phenomenon. From Japan, the evidence is
that stocks that experience increases in individual ownership were past winners.27 In
Canada, a survey of workers managing their own retirement money indicates they
are momentum-chasers, rather than contrarians.28 More specifically, respondents
were asked to start their pensions from scratch and allocate money between two
stocks, one with an “average return over the last 5 years of 5%,” and a second
with an “average return over the last 5 years of 15%.” Further, they were told that
“analysts forecast that both stocks should earn about 10% per year over the next
5 years.” Those neutral on future direction would go 50/50 in order to maximize
diversification. Momentum-chasers would put more than 50% in the second stock,
while contrarians would put more than 50% of their money in the first stock.
Figure 8.1 shows the frequency distribution of the percentage difference between
investment in the “loser” stock and the “winner” stock. A high percentage of respon-
dents (63.8%) were momentum-chasers, while far fewer (11.6%) were contrarians.

Shlomo Benartzi evaluates investment in company stock in 401(k)s in relation
to momentum-chasing.29 When he divides plans into quintiles based on company
stock performance over the previous 10 years, he finds that employees of the top-
performing companies contribute 40% of their discretionary money into company
stock versus 10% for the bottom-performing quintile. Did momentum-chasing
work for these investors? Unfortunately not, as in the year after portfolio forma-
tion employees who allocated the most to company stock earned 6.77% less than
did those who allocated the least.

FIGURE 8.1 Frequency Distribution of Loser vs. Winner Stock Percentages
among Canadian DC Investors
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Source: Deaves, R., 2005, “Flawed self-directed retirement account decision-making and its implications,” Canadian
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So is there any evidence in favor of the popular notion that momentum-
chasing is profitable? The answer is both yes and no. There is evidence that risk-
adjusted returns are positively serially correlated for 3- to 12-month return inter-
vals.30 For longer periods of three years or more (as in both the Benartzi paper
and in the Canadian survey), the evidence favors reversals or negative serial cor-
relation.31 Later, in Chapter 13, we will present behavioral models that seek to
account for this pattern of intermediate-term momentum followed by long-term
reversal.

AVAILABILITY AND ATTENTION-GRABBING

In Chapter 5 we saw that when information on certain types of events is freely
available, people often get the impression that such events are more likely. For ex-
ample, news reports of violent crime may induce people to revise upward their sub-
jective probabilities of such violent attacks. Brad Barber and Terrance Odean
investigated whether information availability impacts the trading behavior of inves-
tors.32 They argue that since attention is a scarce resource and there is a plethora
of possible investment opportunities, the transactions of retail investors are likely
to be concentrated in stocks where information is freely available. “Attention-
grabbing” is proxied in three ways: news reports on a stock, unusually high trading
volume, and extreme returns. The latter two factors control for impact since some-
times news might be neutral. While news can be of a positive or negative nature,
since individual investors rarely short-sell and normally own only a small subset of
stocks, negative news is likely to be ignored, while positive news may attract pur-
chases. On this basis, these researchers suggest that news is likely to lead to net
purchases for retail investors. On the other hand, institutional investors are much
less likely to be so affected, because in their work they typically consider all the
securities in their universe, without requiring any external prompt. Indeed, the
empirical evidence is in line with the expectations of Barber and Odean.

8.4 ANCHORING TO AVAILABLE ECONOMIC CUES

In Chapter 5 we provided an example where experimental subjects, when asked to
estimate an uncertain magnitude, anchored their estimates on obviously meaning-
less red herrings. Anchoring is even more likely to occur when the potential anchor
appears prima facie to have economic content.

AN EXPERIMENTAL STUDY OF REAL ESTATE APPRAISALS

Gregory Northcraft and Margaret Neale investigated whether anchoring might oc-
cur in the context of real estate appraisals.33 Two randomly selected groups of real
estate agents were taken to a house and asked to appraise it. They were given the
same tour and identical packages of information, which included the house’s (pur-
ported) list price. The only difference between the two groups was that the first
group was given a list price of $65,900, while the second group was given a list
price of $83,900—$18,000 more. Put yourself in the place of the agents. There is
always some uncertainty in an appraisal. While you can exclusively use your own
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expertise and totally ignore the list price, perhaps it should not be surprising that
agents were influenced by the list price. Yet, list prices are quite variable and often
have a strategic component.

The average appraisal price of the first group came in at $67,811, and that of
the second group was $75,190. These dollar figures are summarized in Table 8.4.
If we take the mid-point of these values ($71,500.50) as our best estimate of the
true appraisal value, the gaps between the two appraisal averages was a full 10%.
Clearly, the real estate agents were anchored on the list prices that they were ex-
posed to—despite the fact that only 25% mentioned the list price as one of the fac-
tors that they considered. One can think of the agents as using the following
appraisal estimate mechanism:

8.1 Appraisal estimate = a  �  Personal appraisal estimate + ð1 − aÞ  �  List price

Only those ignoring the list price would set a =1. For the first group of real estate
agents, it turned out that a = .34, suggesting that the list price was very influential;
for the second group, a = .70. We can also calculate the appraisal price that sets a
equal for the two groups. One can show that this is $69,136.43, at a = .59, still
suggesting significant influence of the list price on the real estate agents’
appraisals.

There is no reason to think that the tendency to anchor is not present in
other economic and financial situations. The reality is that anchors in such con-
texts are likely to be common. All of us anchor on market prices. There is a
rational side to this, though, because market prices are consensus estimates of
value. But unfortunately this implies some circularity—if everyone is anchored
on market price. Any initial value, however “off,” would have an influence on
the eventual market price. Consider the high valuations of Internet stocks in
1999. Quite a few observers had misgivings about their levels, but many were
clever in their ability to justify them. Were they heavily influenced by the anchor
of the current market price? Was this anchor “dropped” by the irrationality of a
subset of traders who had little idea of fundamental value? In retrospect, this
seems to be a valid view.

TABLE 8.4 LIST PRICES AND APPRAISALS BY REAL ESTATE AGENTS

List prices and appraisals Dollar figures

List price LOW $65,900.00

Appraisal LOW $67,811.00

Price $71,500.50

Appraisal HIGH $75,190.00

List price HIGH $83,900.00

Source: Northcraft, G. B., and M. A. Neale, 1987, “Experts, amateurs and real estate: An anchoring-and-adjustment
perspective on property pricing decisions,” Organizational Behavior and Human Decision Processes 39, 84–97.
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ANCHORING VS. HERDING AND ANALYSTS

Since anchoring and herding are closely related, it makes sense at this point to say
a few words about herding. There is a social component to herding behavior, so we
will mostly leave it to Chapter 12. In the real estate appraisal experiment, if an
agent had been told that a second agent had come up with a certain appraisal,
and the first agent’s appraisal was pulled toward this value (even taking into
account the influence of the list price), this would be an example of herding or fol-
lowing the crowd.

Professional financial analysts who publicly estimate value, forecast earnings,
and make buy/sell recommendations, are often said to anchor or herd. Let us
briefly consider whether analysts exhibit anchoring and/or herding behavior. One
way in which anchoring can be exhibited by analysts is if they are slow to change
their initial opinion. In Chapter 13 we argue that this behavior may be the source
of certain anomalies. Analysts may herd if some analysts are influenced by the
recommendations or earnings estimates of other analysts. There is research indicat-
ing that analysts go with the crowd when it comes to recommendation revisions.34

The evidence for earnings estimates is more mixed, with some of it pointing in the
direction of herding and other research suggesting “anti-herding” (i.e., running
contrary to the crowd).35 For example, a recent study using U.K. data on earnings
forecasts is consistent with herding behavior, while another, using German data, is
consistent with anti-herding behavior.36 Note that while herding makes sense
because going with the crowd is easy and safe, anti-herding can make sense if you
believe you have private information and you want to make yourself visible for the
purpose of career advancement.

CHAPTER HIGHLIGHTS

1. There is a preference for investing close to home. This manifests itself in
home-country bias, investing locally within the domestic market, and prefer-
ring one’s own language and culture.

2. One explanation for home bias is the comfort-seeking associated with
familiarity.

3. Another explanation for home bias is informational advantage, a view rein-
forced by evidence on the efficacy of local investment on the part of money
managers and retail investors.

4. Representativeness causes investors to think that good companies are good
investments, whereas known positive characteristics should already be im-
pounded in the price of a stock.

5. Because of recency, investors are prone to chasing winning stocks and funds.
While there is some evidence of medium-term (3–12 months) momentum, in
the longer-term (3–5 years), reversal is the order of the day.

6. Availability bias is evidenced when investors tend to buy stocks that are in
the news.

7. Anchoring appears in research showing that real estate appraisals are an-
chored to list prices.
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DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Good company and good stock
b. Momentum-chaser and contrarian
c. International diversification and domes-

tic diversification
d. Anchoring and herding

2. In a regression of perceived long-term invest-
ment value (LTIV) on size (S), book-
to-market (B/M), and management quality
(MQ), the following coefficients (all signifi-
cant) were estimated:

LTIV = −.86 + .15log(S) − .11log(B/M)
+ .85MQ

Discuss what can be learned from this regres-
sion (which appears in Shefrin, H., and
M. Statman, 1995, “Making sense of beta,
size, and book-to-market,” Journal of Portfo-
lio Management 21 (no. 2), 26–34).

3. Home bias has a potential information-
based explanation. Discuss.

4. In Canada there are two official languages,
French and English. Some Canadian cor-
porations are headquartered in Quebec
where French is the official language. Most,
however, are headquartered outside Quebec
where English is dominant. Would you ex-
pect Quebecers to invest more in Quebec
companies, and non-Quebecers to invest
more in companies based outside Quebec?
Also, do you think the first language of the
CEO might matter in accounting for investor
preferences? Explain.

5. Anchors are ubiquitous in financial markets.
Give some examples.
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9IMPLICATIONS OF

OVERCONFIDENCE
FOR FINANCIAL
DECISION-MAKING

9.1 INTRODUCTION

As we saw in Chapter 5, overconfidence is pandemic in society. In this chapter, we
address the extent to which this behavioral tendency impacts financial decision-
making. As in the previous chapter, our focus will be on investors and other mar-
ket practitioners. Later, in Chapter 16, we will consider how entrepreneurs and
corporate managers might be affected. In Chapter 13, overconfidence will be seen
to play a central role in models that seek to explain various market anomalies.

In Section 9.2, the various manifestations of overconfidence and excessive trad-
ing are related. We begin with a simple model illustrating the relationship between
overconfidence and trading, and then move to evidence from naturally occurring
markets, surveys, and experiments. We turn to the demographics and dynamics of
overconfidence in a financial setting in Section 9.3. Some groups (e.g., men) tend
to display greater overconfidence. Moreover, we investigate whether overconfi-
dence can be “learned” by past experience in markets. In Section 9.4, evidence
that relates overconfidence to underdiversification and excessive risk taking is ex-
plored. Finally, in Section 9.5, we briefly present evidence that analysts exhibit ex-
cessive optimism. This is likely due to more than psychology, as will be discussed in
Chapter 12 when we revisit the financial behavior of this group of practitioners.

9.2 OVERCONFIDENCE AND EXCESSIVE TRADING

There is evidence that the overconfidence of investors leads to excessive trading.
Theoretical models have been constructed that yield this result. To illustrate the in-
sights provided by these models, we begin with a simple illustrative model that re-
lates overconfidence and trading activity.
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OVERCONFIDENT TRADERS: A SIMPLE MODEL

Consider the demand for a particular security. At the level of the individual, de-
mand will be a function of the investor’s estimate of the security’s (intrinsic) value.
If the investor believes that the value exceeds the market price, he will wish to hold
more of the security than if the security was perceived to be fairly priced. Let qn
equal the (neutral) number of shares that an investor would hold if price and value
were equivalent.1 If the value exceeds the price, the investor will want to hold more
than qn shares. On the other hand, if value falls short of price, the investor will
want to hold less than qn shares.

The difference between investors is that they respond differently to prices that
deviate from their value estimates. In order to understand how different prices af-
fect desired holdings, we begin with a mechanism for value estimation. First assume
that since there are many investors, all are price-takers.2 Further, we will assume
that when estimating value, an investor uses two items of information, his own
opinion (prior value) and the market price (which is the weighted average of all in-
vestors’ opinions), as follows:

9.1 vi = aiv*i  + ð1− aiÞ p;     0 ≤ ai ≤ 1

where vi is the (posterior) estimate of value of investor i; vi* is the same investor’s
prior estimate of value; p is the market price; and ai is the weight investor i puts on
his prior relative to the market price. The higher ai is, the higher is the weight an
investor puts on his own opinion. Since there is a very large number of investor
views determining p, any value of ai more than slightly above zero suggests some
overconfidence, with higher values suggesting more overconfidence than lower
values. Here, by overconfident we primarily mean miscalibrated, which implies an
inflated view of the precision of one’s information (or opinion). The better-
than-average effect, here the feeling that one is better at estimating value than other
market participants, also likely plays a role.

Consider how 9.1 feeds into demand for the stock. Suppose that the demand
curve can be written as:

9.2 qi = qn + θðvi − pÞ;     θ > 0

where qi is investor i’s demand and θ is the sensitivity of demand to a divergence
between the posterior value estimate and price.3 Substitute 9.1 into 9.2 and sim-
plify to arrive at:

9.3 qi = qn + θaiðv*i  − pÞ

Next take the partial derivative of qi with respect to p:

9.4 ∂qi =∂p = − θai
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The higher the investor’s level of overconfidence (ai), the more responsive demand
is to changes in price. As ai approaches one, which means market price has no in-
fluence, the closer ∂qi/∂p is to –θ. On the other hand, as ai moves toward zero, the
demand changes little when the price changes.

It is conventional to write demand curves with p on the y-axis and q on the
x-axis. Using this approach, the higher the investor’s level of overconfidence (ai) is,
the flatter is the demand curve. And as ai moves toward zero, the demand curve
becomes close to vertical. Figure 9.1 illustrates graphically the situation for three
investors. On this graph, their demand curves for a given security are depicted.
These are labeled D1PC, D2LOC, and D3HOC, where “PC” refers to “proper cali-
bration,” “LOC” refers to “low overconfidence,” and “HOC” refers to “high
overconfidence.” As has been discussed, a more overconfident investor in this con-
text is one who more strongly believes in his ability to appropriately value the secu-
rity. The three investors are similar in some respects. They all analyze the security in
question and arrive at the same prior value estimate, which is designated as in the v0
graph. For this reason the equilibrium price (and all posterior value estimates) is also
equal to v0. This is why the three individual demand curves intersect at (qn, v0).

One investor (the one whose demand curve is D1PC) has a vertical demand
curve. For him, a1 = 0. The other two investors have negatively sloped demand
curves, implying that lower prices increase demand, and higher prices decrease de-
mand. For both investors, ai is positive, but note that a3 > a2. While the second in-
vestor pays some attention to her own opinion, the third investor pays the most
attention to his own opinion. Since Investor 3 is more influenced by prior value-
price discrepancies than is Investor 2, Investor 3 is relatively more overconfident.
Investor 3 puts less weight on the market price and more credence in his own prior
estimate. Thus, when the market price increases, he responds by adjusting de-
mand further down relative to Investor 2. Similarly, when the market price adjusts

FIGURE 9.1 Demand for a Security as a Function of Overconfidence
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down, Investor 3 responds more strongly than Investor 2 by demanding relatively
more shares.

Let us use this framework to elucidate the role of overconfidence on trading
and volatility. To do so, we will assume that there are 300 shares outstanding
(Q = 300). For this illustration, we will assume that the demand curves of the three
investors are as follows:

9.5 q1 = 100 ðInvestor 1Þ

9.6 p = 20 − 0:1 * q2 ðInvestor 2Þ

9.7 p = 15 − 0:05 * q3 ðInvestor 3Þ

Notice that the more overconfident trader has a flatter, more price-responsive de-
mand curve (i.e., the slope for 9.6 is less than the slope for 9.7). Figure 9.2 shows
the aggregate supply and aggregate demand curves on a single graph. The aggre-
gate supply for shares is 300. The aggregate demand curve is a horizontal summa-
tion of all individual investors’ demand curves. At $20 or more, Investor 1
demands 100 shares and no other investors express interest; between $20 and
$15, Investor 1 continues to demand 100 shares and Investor 2 now demands a
positive amount that declines with price; at lower prices, all investors have positive
demands. Aggregate supply and aggregate demand intersect at $10, which is where
vo = p and qn = q1 = q2 = q3 =100.

Periodically, investors reassess their prior value estimates. Many will do so
when material news arrives. To keep this example simple, let’s suppose that one

FIGURE 9.2 Aggregate Demand and Aggregate Supply
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investor alters her value estimate after a thorough (second) analysis of the stock.
Specifically, suppose Investor 2 believes that the security has become more valu-
able. We operationalize this by a $5 parallel shift in the demand curve of Investor
2. The new demand curve for this investor is:

9.8 p = 25 − 0:1 * q2 ðInvestor 2 − Scenario 1Þ

Note that we call the environment as specified Scenario 1. Figure 9.3 shows how
the aggregate demand curve looks after this revision. Not surprisingly, the aggre-
gate demand curve has shifted up. The new equilibrium price is $11.67. This illus-
trates that price is a weighted average of the three value estimates—while the other
two investors still believe the stock should sell for $10, the third thinks $15 is
right.

To investigate the role of overconfidence, we will alter the situation again by
increasing the overconfidence level of one of the traders (while returning to the ini-
tial situation where for all traders v0 = $10), thus generating Scenario 2. We do so
as follows:

9.9 p = 15 − 0:05 * q2 ðInvestor 2 − Scenario 2Þ

Investor 2 now has the same demand curve as Investor 3, which implies that they
both now have the same (high) level of overconfidence. Figure 9.4 illustrates that
the initial equilibrium price, $10, is the same as before, since all investors still ini-
tially believe that the value of the security is $10.

FIGURE 9.3 Market Equilibrium after Value Revision (Scenario 1)
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The difference, though, is apparent if we consider Scenario 3, which combines
Scenarios 1 and 2 in the sense that Investor 2 is both more overconfident than be-
fore and she also increases her estimate of value by $5. Her new demand curve is:

9.10 p = 20 − 0:05 * q2 ðInvestor 2 − Scenario 3Þ

Figure 9.5 shows that, once again, not surprisingly, the price rises, this time to
$12.50. Note that the price rise is higher than before since the investor with the ex-
treme view, being more overconfident than before, is more willing to trust her
opinion and transact on this basis. The price is still a weighted average of the three
value estimates, but the investor with the extreme view exerts a greater influence on
it because of her willingness to trade more.

It is straightforward to show that a value revision in the negative direction will
work the same but in reverse. The first lesson is that volatility increases with over-
confidence. The same value revision led to a greater price change when one of the
traders was more overconfident.

The second lesson is that overconfidence induces greater trading activity—as
well as higher levels of volume at the level of the market. Assuming that all inves-
tors begin with 100 shares (the initial situation), in Scenario 1, Investor 2, who
has become more optimistic, increases her holding to 133.33 shares. This is accom-
modated by a 33.33 sale by Investor 3. Contrast that to Scenario 3. In this case, In-
vestor 2 increases her holding to 150 shares, for a net purchase of 50 shares. This
is accommodated by a 50 share sale by Investor 3. Thus higher overconfidence is
associated with more trading.

While this example is merely suggestive, it is consistent with rigorous theoreti-
cal models. For example, Terrance Odean formulates a model where investors

FIGURE 9.4 Aggregate Demand and Aggregate Supply (Scenario 2)
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receive noisy signals on the future value of a stock.4 While investors realize their in-
formation and opinions are imperfect, they believe them to be more precise than
they really are. In other words, they are overconfident in the sense of being miscali-
brated. Several predictions are derived from Odean’s model. Consistent with the
overconfidence example presented here, it is demonstrated that: 1) expected trading
volume increases as overconfidence increases; and 2) price volatility increases with
overconfidence. Several other notable results emerge as well: 3) overconfidence
worsens the quality of prices, which means they are less likely to be accurate esti-
mates of value; and 4) overconfident traders have lower expected utility than do
those who are properly calibrated. The third prediction follows from the fact that
divergent views sometimes receive a lot of weight if the trader in question is well-
capitalized and egregiously overconfident. The fourth follows from the fact that in-
vestors take on excess risk relative to those who are well calibrated.

EVIDENCE FROM THE FIELD

Are these predictions corroborated by evidence from the field? Brad Barber and
Terrance Odean investigated the performance of individual investors by examining
the trading histories of more than 60,000 U.S. discount brokerage investors be-
tween 1991 and 1996.5 Their goal was to see if the trades of these investors were
justified in the sense that they led to improvements in portfolio performance. Think
about why a market transaction would make sense. Suppose, for example, you sell
one stock and use the proceeds to buy another, and in doing so incur $200 in
transaction costs. This transaction is only logical if you expect to generate a higher
portfolio return—high enough to at least offset the transaction cost. To be sure, in-
dividual investors do a lot of trading. In their study, Barber and Odean found that,
on average, investors turn over 75% of their portfolios annually. This means that,

FIGURE 9.5 Market Equilibrium after Value Revision (Scenario 3)
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for a typical investor who holds a $100,000 portfolio, in a given year she trades
$75,000 worth of stock.

Barber and Odean divided their sample of individual investors into five equal
groups (quintiles), where the groups were formed on the basis of portfolio turn-
over. Specifically, the 20% of investors who traded the least were assigned to the
lowest turnover quintile (no. 1), the 20% of investors who traded the next least
were assigned to quintile 2, and so on—all the way to quintile 5, which was re-
served for those investors trading the most. To put all this into perspective, those
trading the least only turned over 0.19% of their portfolio per month—less than
3% per year. Those trading the most turned over 21.49% of their portfolio per
month—more than 300% per year. Referring to Figure 9.6, we see for each quin-
tile the gross average monthly return and the net (after transaction costs) average
monthly return. The returns for all quintiles (both gross and net) were fairly high
during this period (even for those trading excessively) because the overall stock
market was performing quite well.

Was all this trading worthwhile? Was it based on superior information, or was it
based on the perception of superior information (i.e., misinformation)? An inspection
of the figure reveals that while the additional trading did lead to a very slight im-
provement in gross performance, net performance suffered. In other words, most of
the trading was not helpful. The evidence reported by Barber and Odean suggests
that the trades were not based on superior information, but rather were often con-
ducted because of misinformation. While it is impossible to prove without a doubt
that overconfidence was the culprit, this view appears to be a reasonable one.

FIGURE 9.6 Gross and Net Returns for Groups with Different Trading Intensities
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While Figure 9.6 is in terms of raw returns, sometimes returns are high because
greater risk is taken and investors are merely being properly rewarded for the risk
borne. If an investor earns high average returns only because high risk has been
borne, this does not imply any sort of stock-picking skill. After risk-adjusting re-
turns, Barber and Odean found that their results were quite similar to those dis-
played in Figure 9.6. For all investors, the net risk-adjusted annual return (after
taking into account transaction costs, bid-ask spreads, and differential risk) was be-
low the market return by well over 3.00%. The 20% of investors who traded the
most underperformed the market (again on a net risk-adjusted basis) by about
10% per year.

EVIDENCE FROM SURVEYS AND THE LAB

While the previous study by Barber and Odean is an important one, it does have
one unavoidable drawback. It is difficult to unambiguously explore the potential
nexus between overconfidence and trading activity using market data, since nor-
mally no psychometric data on individuals (or markets) exist.

New research seeks to overcome this problem. For example, Markus Glaser
and Martin Weber combined naturally occurring data with information elicited
from a survey.6 Using trading data from online brokerage accounts and psychomet-
ric data obtained from the same group of investors who responded to an online
questionnaire, they correlate various measures of trading activity with a number of
metrics of overconfidence. While there was solid evidence that those who are most
subject to the better-than-average effect trade more, there was little such corre-
sponding evidence for those who were most overconfident based on calibration
tests.7

In a similar vein, Mark Grinblatt and Matti Keloharju investigate whether
trading activity, based on a comprehensive dataset of equity trading data in
Finland, is related to overconfidence and sensation seeking.8 Sensation seeking is a
personality trait whose four dimensions are thrill and adventure seeking (i.e., a de-
sire to engage in thrilling and even dangerous activities); experience seeking (i.e.,
the desire to have new and exciting experiences, even if illegal); disinhibition (i.e.,
behaviors associated with a loss of social inhibitions); and boredom susceptibility
(i.e., dislike of repetition of experience).9 We might reasonably expect those with a
high degree of sensation seeking to be prone to excessive trading because of the
novelty derived from the experience of the trade and new stock in their portfolio.
In the Grinblatt-Keloharju paper sensation seeking is proxied by the number of
speeding tickets obtained by an individual. Arguably, this only captures the thrill
and adventure-seeking dimension of sensation seeking. A measure of overconfi-
dence is obtained from a mandatory psychological profile given to all Finnish males
upon entry into military service. While precise details are not publicly available,
this overconfidence measure appears to be closest to the better-than-average effect.
The authors conclude that trading activity is positively related to both overconfi-
dence and sensation seeking in their sample.

In an experimental setting, Bruno Biais, Denis Hilton, Karine Mazurier and
Sébastien Pouget considered the impact of two psychological traits, overconfidence,
based on calibration tests, and self-monitoring, namely the disposition to attend to
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social cues and appropriately adjust behavior.10 Both measures were taken prior to
the participation of students in a series of trading sessions. They found that while
overconfidence did not lead to a significant increase in trading intensity, it did serve
to significantly reduce profits. High self-monitors, on the other hand, earned rela-
tively greater trading profits.

In another experiment, researchers explored the relationship between trading
activity (number of transactions) and their miscalibration-based proxy for overcon-
fidence, the better-than-average effect, and illusion of control.11 Their approach
was novel in that their experimental design induced overconfident traders to believe
that their signals were more informative than those of others. In previous experi-
mental work, when private information was provided there was either no differ-
ence in signal quality or, when differences in quality existed, signals were
randomly assigned. They took their cue from naturally occurring markets where
many, through some form of analysis, habitually generate their own information.

Referring to Table 9.1, Specification (1), they found that both miscalibration and
the better-than-average effect led to more trading. No significant effect was found for
illusion of control. Specification (2) explored additional determinants of trading ac-
tivity beyond overconfidence measures. Older subjects (p-value = 0.016) with more

TABLE 9.1
REGRESSIONS OF TRADING ACTIVITY ON OVERCONFIDENCE

METRICS AND DEMOGRAPHIC VARIABLES

Independent
variable Specification 1 Specification 2

Constant −8.854
(0.509)

43.908
(0.026)

CBO 49.673
(0.008)

40.499
(0.023)

BTA 1.008
(0.027)

0.700
(0.164)

IoC −2.611
(0.152)

AGE −1.818
(0.016)

EDUC −0.794
(0.003)

EXP 16.454
(0.023)

Adjusted R2 13.8%
(9.5%)

27.5%
(18.5%)

Source: Deaves, R., E. Lüders, and G. Y. Luo, 2008, “An experimental test of the impact of overconfidence and gen-
der on trading activity,” Forthcoming in Review of Finance.

Note: This table displays the coefficients and p-values from regressions when individual-specific trading activity is re-
gressed on calibration-based overconfidence (CBO), better-than-average effect-based overconfidence (BTA), illusion of
control (IoC), age (AGE), financial education (EDUC), and trading experience (EXP).
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financial education (p-value = 0.003) traded less. On the other hand, those with real-
world trading experience felt more comfortable “pulling the trigger” and hence
traded more (p-value = 0.023).12

9.3 DEMOGRAPHICS AND DYNAMICS

GENDER AND OVERCONFIDENCE IN THE FINANCIAL REALM

Recall from Chapter 5 that men tend to be more overconfident than women. Does
this translate into the financial realm? The answer appears to be yes. Barber and
Odean, using the dataset discussed previously in this chapter, explored the role of
gender in the context of investment decision-making.13 They reported that, on av-
erage, men traded 45% more than did women, thus incurring higher trading costs.
While both genders reduce their net returns by trading, men do so by 0.94% more
than women. The difference between single men and single women is starker, with
single men trading 67% more, thus reducing their returns by 1.44% more than
women.

Other studies comparing the activity of male and female portfolio managers
and male and female business students find little difference between the genders
and trading activity and overconfidence.14 One possible reason is that the finance
and business professions, being often viewed as male activities, attract women who
are relatively more overconfident.15

DYNAMICS OF OVERCONFIDENCE AMONG MARKET PRACTITIONERS

While most of the preceding discussion has focused on retail investors, there is no
reason to think that sophisticated investors, even those whose success relies on hav-
ing a good sense of the limits of their knowledge, are immune. In the realm of fi-
nancial markets, market practitioners are often called on to generate forecasts.
Analysts and portfolio managers, for example, forecast revenues and earnings, and
economists forecast GDP and the level of the stock market. In the case of analysts
who suffer from conflicts of interest, as discussed later in the chapter, there are rea-
sons to take their prognostications with a grain of salt. This argument, however,
does not hold for money managers who are seeking to capture alpha (excess re-
turns) and who have no such conflicts of interest. Nor does it obviously hold for
macroeconomic or market forecasters.

One advantage to looking at professionals is that they often make public fore-
casts. This begs the question: Do professionals learn by their mistakes and over
time develop a good sense of their knowledge? The dynamics of overconfidence is
clearly an important issue. It seems logical to think that if people recall their suc-
cesses and failures equally clearly, they should move toward an accurate view over
time. Experience should engender wisdom. On the other hand, the prevalence and
persistence of overconfidence suggest that forces able to eliminate it are weak. Cog-
nitive dissonance sometimes induces us to forget what is unpleasant or did not go
our way.16 Moreover, as discussed earlier, self-attribution bias leads us to remem-
ber our successes with great clarity, if not embellishment; hindsight bias induces us
to idealize our memory of what we believe or forecasted in the past; and
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confirmation bias, the tendency to search out evidence consistent with one’s prior
beliefs and to ignore conflicting data, also contribute.17 A strict efficient markets
view of the world would seem to argue that those fooling themselves in this way
will be driven from the marketplace, but some have called this into question.18

The dynamic nature of overconfidence is stressed in a number of theoretical
models. In the multi-period of setting of Simon Gervais and Odean, past successes,
through the mechanism of self-attribution bias, exacerbate overconfidence, while
past failures tend to be downplayed.19 The inference is that those who have had
the good fortune of being successful in their fields might for a time be more over-
confident than those who have just entered the market. Eventually, however, expe-
rience should reveal to people their true knowledge level.

The evidence on whether professionals are overconfident is mixed. One study
examined a dataset of futures market traders and was unable to find any costs as-
sociated with their trading activity.20 From this the authors inferred that these tra-
ders were not overconfident. On the other hand, they found that less-disciplined
traders were less successful than other traders, arguing that a lack of discipline can
stem from overconfidently ignoring new public information.

In another study, the forecasts of a group of German market practitioners were
examined.21 These individuals were asked to provide both forecasts for the future
level of the DAX (the German counterpart to the Dow) and 90% confidence
bounds. This respondent group was egregiously overconfident. Their dynamic be-
havior, however, seemed more in line with rational learning than self-attribution
bias because respondents narrowed their intervals after successes as much as they
widened them after failures. At the same time, this research found that market ex-
perience made overconfidence worse, which is more consistent with a “learning to
be overconfident” view and self-attribution. A likely reason for this is that experi-
ence is a double-edged sword. While we learn about our abilities (or lack thereof)
from experience, those surviving in financial markets often have done so because
of a run of success (good luck?), which has reinforced overconfidence through self-
attribution bias.

The latter research also provided evidence that overconfidence can increase
even at the level of the entire market, which was apparent from the correlation of
past returns and changes in overconfidence. This is in accord with what would be
expected since high past returns are likely to make many in the market feel success-
ful. Previously, this tendency had been shown indirectly, in that lagged market re-
turns were correlated with increases in trading activity (which proxied for
increases in overconfidence).22

9.4 UNDERDIVERSIFICATION AND EXCESSIVE RISK TAKING

Another investor error likely related to overconfidence is the tendency to be under-
diversified. This is suggested by the illustrative model previously presented—
underdiversified people are too quick to overweight/underweight securities when
they receive a positive/negative signal, and insufficient diversification results. An-
other factor is that most retail investors, lacking the time to analyze a large set of
securities, will stop after several. As long as they believe they have identified a
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few “winners” in this group, they are content. After all, if they are so sure that
certain stocks are good buys, why dilute their portfolios with stocks that they
have not studied?

In one study, the portfolio composition of more than 3,000 U.S. individuals
was examined.23 Most held no stocks at all. Of those households that did hold
stocks (more than 600), he found that the median number of stocks in their portfo-
lios was only one. And only about 5% of stock-holding households held 10 or
more stocks. Most evidence says that to achieve a reasonable level of diversifica-
tion, one has to hold more than 10 different stocks (preferably in different sectors
of the economy). Thus it seems clear that many individual investors are quite
underdiversified.

William Goetzmann and Alok Kumar sought to ascertain who were most
prone to being underdiversified.24 Not surprisingly, they found that underdiversifi-
cation was less severe among people who were financially sophisticated. Moreover,
diversification increased with income, wealth, and age. Those who traded the most
also tended to be the least diversified. This is likely because overconfidence is the
driving force behind both excessive trading and underdiversification. Also less di-
versified were those people who were sensitive to price trends and those who were
influenced by home bias. Once again, these are likely markers of a lack of
sophistication.

Related to underdiversification is excessive risk taking. This is actually tauto-
logical, in that underdiversification is tantamount to taking on risk for which there
is no apparent reward. It is done, of course, in the hope of finding undervalued
securities.

The disposition effect, the tendency to hold on to losers too long with deleteri-
ous consequences for performance, while often linked to regret, is also sometimes
associated with overconfidence. An overconfident trader, overly wedded to prior
beliefs, may discount negative public information that pushes down prices, thus
holding on to losers and taking on excessive risk. Indeed, there is evidence that fu-
tures traders exhibit this behavior. Traders with mid-day losses increase their risk
and perform poorly subsequently.25

9.5 EXCESSIVE OPTIMISM AND ANALYSTS

Abundant research has established that analysts tend to be excessively optimistic
about the prospects of the companies that they are following.26 This is true both
in the United States and internationally. While this issue will be revisited in Chap-
ter 12, in order to set the stage, consider Table 9.2 that shows the distribution of
analyst recommendations among strong buy, buy, hold, sell, and strong sell for
G7 countries.27 It is clear that analysts are much more likely to recommend a
purchase than a sale. In the United States, where this tendency was most pro-
nounced, buys/sells were observed 52%/3% of the time. In Germany, where this
tendency was least pronounced, the buy/sell ratio was 39%/20%. As will be
made clear in our later discussion, while excessive optimism is one interpretation,
another is a conflict of interest induced by a perceived need to keep prospective
issuers happy.
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CHAPTER HIGHLIGHTS

1. Overconfident investors are more certain of their value estimates than others
and for this reason trade excessively.

2. This relationship is evidenced by the fact that inferior performance net of
transaction costs is associated with high levels of trading, and by survey and
experimental work that directly associates overconfidence and high levels of
trading.

3. While experience and performance feedback should allow a person to learn
his true ability, self-attribution bias, hindsight bias, and confirmation bias ex-
acerbate overconfidence. The evidence is mixed on whether overconfidence
eventually dissipates, and how long it takes.

4. Overconfident investors underdiversify.
5. In large part because of underdiversification, overconfident traders also tend

to take on too much risk.
6. Analysts are excessively optimistic. Their overoptimism is likely not entirely

due to psychology.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Indirect and direct tests of relationship
between overconfidence and trading
activity

b. Sensation seeking and overconfidence
c. Underdiversification and excessive trading
d. Statics and dynamics of overconfidence

2. Consider two investors (A and B) with the
following demand curves for a stock:

A :  p = 100 − q

B :  p = 150 − 2q

a. At a price of $50, how much will A and
B purchase?

TABLE 9.2
RECOMMENDATION DISTRIBUTIONS (%) IN G7 COUNTRIES

DURING 1993–2002

Strong buy Buy Hold Sell/strong sell

U.S. 28.6 33.6 34.5 3.3

Britain 24.3 22.3 41.7 11.8

Canada 29.4 28.6 29.9 12.1

France 24.7 28.3 31.1 15.9

Germany 18.3 20.3 41.5 19.9

Italy 19.2 20.0 47.1 13.6

Japan 23.6 22.4 35.7 18.3

Source: Jegadeesh, N., and W. Kim, 2006, “Value of analyst recommendations: International evidence,” Journal of
Financial Markets 9, 274–309.
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b. If the price falls to $30, who will in-
crease their holdings more? Explain.

c. On this basis, which investor seems to be
more overconfident?

3. Discuss what the evidence (using naturally
occurring data, survey data, and experimen-
tal data) suggests about the relationship
among overconfidence, trading activity, and
portfolio performance.

4. What evidence is there that people do not di-
versify enough? Why is it that this occurs?
What is the simplest way to “buy” a high level
of diversification in an equity portfolio?

5. Research indicates that stock market fore-
casters are also overconfident. Do they learn
from their mistakes? Discuss.
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10INDIVIDUAL INVESTORS

AND THE FORCE OF
EMOTION

10.1 INTRODUCTION

Market movements are commonly attributed to the emotions of investors. Yet it is
not obvious how to separate the role of emotions from that of fundamentals in
producing market outcomes. In Chapter 7 we considered the foundations of emo-
tion. We learned that emotion includes cognitive, physiological, and evolutionary
aspects. It was argued that emotions, when in balance, can facilitate decision-
making, rather than hinder it. In this chapter, we will consider the extent to which
the various aspects of emotion influence observed individual behavior in the finan-
cial realm.

The chapter begins, in Section 10.2, with a discussion of how mood impacts
the decisions of individual investors. We will see that it is not easy to characterize
the interaction between an investor’s mood and risk attitude. Next, Section 10.3
considers two emotions that have received a lot of attention: pride and regret. Re-
searchers have shown that these two emotions have very important effects on in-
vestor behavior. Section 10.4 focuses on the disposition effect, one investor
behavior that can be explained by emotion. The empirical evidence indicates that
people tend to sell stocks that have performed well too soon, while holding on to
poorly performing stocks too long. Though traditionally this behavior has been ra-
tionalized using prospect theory, theoretical and experimental evidence suggest that
emotions may provide a better explanation. Next, Section 10.5 discusses the house
money effect, so-named from the observation that gamblers take increased risks af-
ter winning because they feel they are betting with the house’s money. A house
money effect has been documented even for very large gambles, as research of
game show contestant behavior shows. Finally, Section 10.6 considers how a per-
son’s assessment of a situation or impression of another, referred to as affect,
shapes financial decision-making.
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10.2 IS THE MOOD OF THE INVESTOR THE MOOD OF THE MARKET?

In his best-selling book Irrational Exuberance, economist Robert Shiller argues that
“the emotional state of investors when they decide on their investments is no doubt
one of the most important factors causing the bull market” experienced around the
world in the 1990s.1 Do traders’ emotional dispositions translate into a market
mood that, in turn, moves the market? This is a very interesting question. Some re-
cent research concludes that what appears to be anomalous financial behavior can
be explained by emotion.

Here are some examples of this work. One study using data from 26 interna-
tional stock exchanges argues that good moods resulting from morning sunshine
lead to higher stock returns.2 A sunny day might make people more optimistic so
that, in turn, they are more likely to buy stocks. Other researchers report that stock
markets fall when traders’ sleep patterns are disrupted due to clock changes with
daylight savings time.3 A third recent study suggests that the outcomes of soccer
games are strongly correlated with the mood of investors.4 After a loss in a World
Cup elimination game, significant market declines are reported in the losing coun-
try’s market.

Whether these aggregate studies of the effect of mood on stock market pricing
provide clear evidence on how individual behavior translates into market outcomes
is debatable. For example, even if people were irrationally optimistic on a sunny
day, does it necessarily mean that they run out and buy stocks? Would you? Even
if some people do rush to buy stocks on sunny days, market behavior can be con-
sistent with rational pricing when individual behavior is characterized as irrational,
as theoretical and experimental evidence suggests.5

At a more fundamental level, though, it is not clear that there is a simple way
to characterize the relationship between mood and risk attitude. As we discussed in
Chapter 1, risk attitude is important because it affects how a person values an as-
set. If risk aversion changes in response to changes in mood, how much a person
is willing to pay for a stock will change. When someone is in a poor mood, does
he take more risks or fewer? The answer probably depends on the context and the
individual’s personality. For example, one person who is in a very sour mood may
engage in risky behavior like driving recklessly or drinking too much alcohol.
Another person who is not having a good day may shy away from risk more than
usual and simply withdraw from others. The evidence does not provide compelling
evidence that a buoyant mood consistently leads to lower risk aversion or that a
poor mood consistently leads to increased risk aversion, particularly in a financial
context.

Some research suggests that happier people are more optimistic and assign
higher probabilities to positive events.6 But at the same time, other decision-
making research indicates that even though people may be more optimistic about
their likelihood of winning a gamble when they are happy, the same people are
much less willing to actually take the gamble.7 In other words, they are more risk
averse when they are happy. When you are in a good mood you are less likely to
gamble because you do not want to jeopardize the good mood. Thus, taken to-
gether, it is unclear how positive and negative emotional states translate into
changes in risk attitude and, in turn, market pricing.
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In addition to the studies that tie market movements to changes in mood, some
researchers link depression induced by reduced daylight to stock market cycles.8 As
with the evidence on the effect of mood on risk choices, evidence on the relation-
ship between risk attitude and depression does not provide a clear picture. Clinical
depression is clearly different from a simple bad mood—depression has a biochem-
ical basis and can occur with no cognitive appraisals. The current view of depres-
sion by psychologists recognizes that it may involve altered brain circuitry.9 A
person with no chemical imbalances will naturally experience anxiety in some si-
tuations (e.g., a job interview) but a depressed person can feel chronically anxious.
Some researchers question the importance of anxiety or depression in explaining
choices across risky alternatives.10 Others conclude that risk aversion is correlated
with depressive tendencies, but the correlation between depressive symptoms and
risk aversion may arise from the correlation between anxiety and depression.11

Thus, the fundamental issue of how depression and risk attitude are linked re-
mains unresolved.12 While a depressed person who shies away from risk with no
apparent basis may seem to be irrational, an anxious person may be completely
rational when he decides to move toward safer alternatives. Further research is
needed before we can move toward definitive conclusions. Neuroscience research,
as will be discussed in Chapter 20, is making inroads into the workings of the hu-
man brain.

10.3 PRIDE AND REGRET

While it may be premature to assert that we understand every factor that affects
decision-making, some emotions have proven to be useful in understanding the fi-
nancial choices people make, perhaps most notably, pride and regret. Regret is ob-
viously a negative emotion. You might regret a bad investment decision and wish
you had made a different choice. Your negative feelings are only amplified if you
have to report a loss to your spouse, friends, or colleagues. Pride is the flip side of
regret. You probably would not mind too much if it just slipped out in conversa-
tion that you made a good profit on a trade.

Psychologists and economists recognize the important impact regret and pride
have on financial decision-making. Researchers believe that people are strongly mo-
tivated to avoid the feeling of regret.13 Importantly, the effects of pride and regret
are asymmetric. It seems that the negative emotion, regret, is felt more strongly by
people.

Researchers found that a number of the implications of expected utility theory
are not corroborated by experimental evidence. This led to the development of al-
ternative models of decision-making under uncertainty, prospect theory being the
most popular of these. As was discussed in Chapter 3, central to prospect theory
is that people are sometimes risk seeking. This occurs in the domain of losses and
in the domain of gains for lottery-type prospects. Is it possible that regret and pride
are behind these two tendencies to be risk seeking?

In the case of risk seeking in the domain of losses, it may be that people want
to avoid the negative feeling of regret that would occur if they had to recognize a
loss, and so they gravitate away from their natural tendency to be risk averse. As
for the lottery effect, a big low-probability gain, whether from picking a long shot
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at the track or from undertaking some research to find a “diamond in the rough”
stock that you think is about to take off against all odds, may lead to anticipated
pride and even risk seeking as you can just see yourself telling your friends about
your acumen. Whatever the reality, it is clear that pride and regret are powerful
emotions that impact the decisions people make. Now we will consider a specific
financial behavior and investigate whether emotion explains observed choices.

10.4 THE DISPOSITION EFFECT

Researchers have recognized the tendency of investors to sell superior-performing
stocks too early while holding on to losing stocks too long.14 Perhaps you have ob-
served this behavior in others, or even experienced it yourself. Have you ever heard
someone express a sentiment such as, “This stock has really shot up so I better sell
now and realize the gain?” Or, can you imagine yourself thinking, “I have lost a
lot of money on this stock already, but I can’t sell it now because it has to turn
around some day?” The tendency to sell winners and hold losers is called the
disposition effect.

EMPIRICAL EVIDENCE

We begin with some recent empirical evidence documenting the existence of the
disposition effect. For example, Terrance Odean, using a database that included
trading records for 10,000 discount brokerage accounts with almost 100,000
transactions during 1987–1993, carefully documented the tendency of individual
investors to sell winners and hold on to losers.15 To distinguish between winners
and losers we need a reference point. Consistent with prospect theory, Odean used
the purchase price of each security (or average purchase price in the case of multi-
ple transactions). One issue that had to be confronted is that in an up market many
stocks will be winners, so it is natural that more winners than losers will be sold.
Odean dealt with this by focusing on the frequency of winner/loser sales relative
to the opportunities for winner/loser sales. Specifically, he calculated the proportion
of gains realized (PGR) as:

10.1 PGR =
Realized gains

Realized gains + Paper gains

For example, when the sale of a winner occurs in an account, you compare this to
all winners that could have been sold. Paper gains include any sales that could have
been made at a gain. Similarly, the proportion of losses realized (PLR) was calcu-
lated as follows:

10.2 PLR =
Realized losses

Realized losses + Paper losses

To provide insight into the tendency of these individual investors to sell winners
while holding losers, Odean tested the hypothesis that the proportion of gains real-
ized exceeded the proportion of losses realized.
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From Table 10.1, which aggregates over all investor accounts, there is a clear
tendency to sell winners over losers (PGR > PLR) over the entire year. It is impor-
tant to note that for tax reasons investors should prefer to sell losers, not winners.
An investor with a positive tax rate should put off realizing gains on winners be-
cause of the tax liability generated, but should recognize losses sooner in order to
reduce current tax liability. The second numerical column in the table shows that
the disposition effect operates despite the fact that some investors understand this
tax issue and act accordingly. In the month of December, when investors are most
likely to transact for tax reasons, there is actually a greater tendency to sell losers
rather than winners. It is in the other 11 months (the third numerical column)
where the disposition effect dominates.

To explain these observations, Odean considers several possibilities related to
rationality. First, portfolio rebalancing suggests that losers, whose aggregate value
is now lower than winners, need to have their positions increased relative to win-
ners in order restore desired portfolio allocations. Odean investigated this and
found it did not matter appreciably. Second, perhaps investors anticipate that losers
will outperform winners looking forward. This is symptomatic of the tendency for
long-term reversal discussed in Chapter 4. Unfortunately, investors have their tim-
ing wrong, as they are selling medium-term (not long-term) winners and holding
on to medium-term (not long-term) losers. This is exactly the opposite of what
they should do. Indeed, looking ahead over the next year, Odean finds that win-
ners sold outperform losers held by 3.41% on a risk-adjusted basis. It is for this
reason that researchers sometimes speak of the disposition effect as selling winners
too soon and holding on to losers too long.

PROSPECT THEORY AS AN EXPLANATION FOR THE DISPOSITION EFFECT

Hersh Shefrin and Meir Statman were the first to try to explain why the disposition
effect is observed.16 Their explanations fall into two categories: prospect theory
(coupled with mental accounting) and regret aversion (coupled with self-control
problems). While nothing precludes the possibility of a role for both behavioral ex-
planations, Shefrin and Statman emphasize prospect theory over the emotion of re-
gret, and many commentators since then have followed this cue. Based on recent
research described next, however, emotion may be the more important factor.

TABLE 10.1 AGGREGATE PROPORTION OF GAINS (PGR) AND LOSSES (PLR) REALIZED

Entire Year December January–November

PLR 0.098 0.128 0.094

PGR 0.148 0.108 0.152

Difference in
proportions

−0.050 0.020 −0.058

t-statistic −35 4.3 −38

Source: Odean, T., 1998, “Are investors reluctant to realize their losses?” in Journal of Finance 53(5), 1775–1798.
© 1998 Wiley Publishing, Inc. This material is used by permission of John Wiley & Sons, Inc.
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First we begin with the prospect theory explanation. Consider Figure 10.1,
which shows how gains and losses appear according to prospect theory, pro-
vided that prior outcomes are integrated. Stocks A and B have suffered losses,
while C and D have experienced gains. How would these gains and losses affect
your behavior as an investor? After a large gain (D), you have moved to the risk-
averse segment of the value function. Only major reversals of fortune are likely
to move you back to the origin. On the other hand, after a large loss (A) you
have moved to the risk-seeking segment of the value function and, again, you
are unlikely to move quickly back to your reference point. The implication is
that since you are less risk averse for losers than winners, you are more likely to
hold on to them.

Still, why not engage in a tax swap (the simultaneous purchase and sale of two
similar securities for tax reasons) in order to reduce tax payments? With a tax
swap, an investor sells a losing stock and buys another stock with similar risk in
order to realize a loss for tax purposes without changing the risk exposure in her
portfolio. Though this strategy seems to make sense, if the investor uses mental ac-
counting and evaluates the stocks separately, a tax swap would entail closing one
account at a loss. As we have seen, many have difficulty doing so.

Closing an account at a loss is difficult because of regret aversion. Shefrin and
Statman argue that the fear of triggering regret leads an investor to postpone losses,
whereas on the other side, the desire for pride (and/or rejoicing) leads to the reali-
zation of gains. An investor feels regretful when closing a position with a loss be-
cause of the (ex post) poor investment decision that was made, but feels pride
when closing a position with a gain because the financial decision resulted in a
profit. As for self-control, it is argued that even though investors often know they
are doing the wrong thing, they have difficulty controlling the impulse to hold on
to losers.

FIGURE 10.1 Gains, Losses, and the Prospect Theory Value Function

Losses Gains

Value

D

B

C

A
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ANOTHER POSSIBLE EXPLANATION

Nicholas Barberis and Wei Xiong have recently revisited the prospect theory expla-
nation of the disposition effect.17 Noting that previous justifications have been in-
formal at best, they adopt a rigorous theoretical perspective. These researchers
conclude that depending on the assumed parameters of the model, the implied be-
havior of investors can easily be the very opposite of what prospect theory would
suggest. They argue that the problem with prospect theory is that it does not take
account of the initial decision to purchase the stock.

In the two-period version of the Barberis-Xiong model, the parameterization of
prospect theory preferences put forth by Kahneman and Tversky always predicts
behavior opposite of what prospect theory calls for. The following simple example
is provided. Given loss aversion, the expected return on the stock must be high.
Otherwise, investors would not hold it to start with. Say a stock is priced at $50
and can go up or down next period with equal probability. If it goes up, it rises to
$60 for a $10 gain. A loss aversion coefficient of two (λ = 2), which is in the neigh-
borhood of the Tversky-Kahneman value, implies that an investor would have only
been willing to acquire the stock in the first place if the possible loss next period
were $5 or less. Let’s assume $5. Now consider what happens after the stock is ac-
quired and either a loss or gain has been experienced.

In their model, if a stock has initially done well, an investor will take a position
in a stock that leads to breaking even if, in the worst-case scenario, the stock falls
the following period. On the other hand, if a stock has initially done poorly, the
position taken will be one that will lead to their breaking even in the best-case sce-
nario. Suppose the stock initially did well and increased in value to $60. Since after
a gain of $10 a subsequent loss will only take away half of this, the investor dou-
bles the number of shares. This is because the value function is mildly concave in
the gain domain so the investor is close to risk neutral. Conversely, suppose the
stock fell to $45 the first period. With a loss of $5, only a half a share is required
to get the investor back to square one if the stock increases in value. This suggests
a partial liquidation, with the investor selling half a share. In short, the exact oppo-
site of the disposition effect is implied. The investor with prospect theory prefer-
ences buys after a gain and sells after a loss.

EXPERIMENTAL EVIDENCE

A recent experiment by Barbara Summers and Darren Duxbury also favors emo-
tions over prospect theory in explaining the disposition effect.18 Their experimental
design is predicated on whether or not individuals have chosen their investments.
Suppose, contrary to what generally occurs in reality, there is no choice and you
merely have to sit back and observe how your stocks are performing. When a stock
you own fares poorly, you experience disappointment, and when your stock per-
forms well you experience elation. If you actually selected these stocks yourself, ar-
guably you will experience emotions with higher valence—in the face of a loss, you
will experience regret (which is stronger than disappointment), and in the face of a
gain, you will experience rejoicing (which is stronger than elation). Summers and
Duxbury hypothesize that anticipated regret and rejoicing are necessary to generate
behavior that is consistent with the disposition effect.
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In order to separate the emotional responses, Summers and Duxbury manipu-
lated choice and responsibility regarding participants’ current stock positions.
Each participant was shown a graph of a single stock, with some groups given a
winning stock and others a losing stock. Participants were then allowed to sell
some or all of their stock. In the first treatment, there was no initial choice—sub-
jects were told that they had inherited the stock from a relative. In the second treat-
ment, there was an earlier stage where subjects could freely decide how much (if
any) of the stock to hold. If prospect theory without emotion explains the disposi-
tion effect, the mere experience of a gain or loss without personal responsibility for
the choice of investments (first treatment) should induce the disposition effect. It
did not. The second treatment where choice was given did, however, reveal a dis-
position effect, with the proportion of gains realized greater than the proportion
of losses realized (with statistical significance at less than 1%). Summers and Dux-
bury concluded that responsibility for an outcome is a prerequisite for the disposi-
tion effect, which highlights the importance of emotions in understanding the
choices of investors.

The disposition effect has been documented in another experimental study by
Martin Weber and Colin Camerer.19 Interestingly, in one condition, participants’
stock holdings were sold at the end of each period, regardless of their preferences.
When shares were automatically sold, the disposition effect was moderated. This
finding is consistent with a role for emotion in traders’ choices, because when they
begin anew each period, the negative feelings of regret and rejoicing are suppressed.

10.5 HOUSE MONEY

Next, we turn to another example of path-dependent behavior. Path-dependent be-
havior means that people’s decisions are influenced by what has previously tran-
spired. Richard Thaler and Eric Johnson provide evidence regarding how
individual behavior is affected by prior gains and losses.20 After a prior gain, peo-
ple become more open to assuming risk. This observed behavior is referred to as
the house money effect, alluding to casino gamblers who are more willing to risk
money that was recently won. After a prior loss, matters are not so clear-cut. On
the one hand, people seem to value breaking even, so a person with a prior loss
may take a risky gamble in order to try to break even. This observed behavior is
referred to as the break even effect. On the other hand, an initial loss can cause an
increase in risk aversion in what has been called the snake-bit effect.

EVIDENCE OF A HOUSE MONEY EFFECT ON A LARGE SCALE

The first evidence of path-dependence in decision-making came from hypothetical sur-
veys or experiments conducted using student subjects, so whether the findings would
carry over to high-stakes financial decisions was always open to challenge. To obviate
this concern, some researchers turned to consideration of the decisions of game show
contestants to provide insight into behavior when the stakes are large.

One recent study by Thierry Post, Martijn J. van den Assem, Guido Baltussen,
and Richard Thaler examined the choices made on the popular game show “Deal
or No Deal?” This show first aired in the Netherlands in 2002 and has since been
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broadcast in numerous countries including Germany, Mexico, Spain, and the
United States. Indeed, the stakes are large, with possible payouts in the Netherlands
ranging from 0.01 to 5,000,000 euros. Though the rules of the game vary across
countries, here is the basic setup. A contestant is presented with 26 suitcases each
containing a hidden payout. The contestant selects one of the 26 as her own. This
suitcase remains closed as she selects six others and views their contents. Next, a
“bank offer” is made to the contestant, and, if she accepts it, she walks away with
the offer with certainty. Otherwise, there is “no deal” between the contestant
and the bank. She holds on to her suitcase, selects five more, and views their con-
tents. The bank offers another deal, and the game continues until a deal is accepted
or the contestant walks away with the contents of her suitcase. While the bank of-
fers are not perfectly predictable, they typically begin low, rise over time, and in-
crease (or decrease) when low- (or high-) value suitcases are opened.

The researchers find that contestants’ decisions are strongly influenced by what
has happened before. When suitcases with low values are opened, contestants take
on more risk. This is consistent with a house money effect because when low pay-
offs are eliminated, expected winnings are higher and a contestant experiences a
gain. On the other hand, when high-value suitcases are opened, a contestant ex-
periences a loss in terms of expected winnings. Consistent with a break-even effect,
contestants’ decisions reflect decreased risk aversion, and they take risky gambles
that give them the opportunity to break even. Importantly, the bottom line is that
significant changes in expected wealth regardless of the sign lead to more risk
taking.

PROSPECT THEORY AND SEQUENTIAL DECISIONS

Some of the findings on behavior following gains and losses appear to contradict
prospect theory. The house money effect suggests reduced risk aversion after an ini-
tial gain, whereas prospect theory makes no such prediction. It is notable, though,
that a house money effect is not inconsistent with prospect theory because prospect
theory was developed to describe one-shot gambles. Recall our discussion of inte-
gration versus segregation in Chapter 3. Under integration, an investor combines
the results of successive gambles, whereas, under segregation, each gamble is
viewed separately. Instead of presenting a challenge to prospect theory, the house
money effect is best seen as evidence that sequential gambles are sometimes inte-
grated rather than segregated. If one integrates after a large gain, one has moved
safely away from the value function loss aversion kink, serving to lessen risk aver-
sion. Thinking in terms of emotions, how emotions like pride and regret are felt de-
pends on how experiences are classified, as incremental or grouped together.

The evidence provided by Thaler and Johnson provides important insight into
how individuals make sequential decisions. People do not necessarily combine the
outcomes of different gambles. Other researchers also document a house money ef-
fect on individual behavior.21 Financial theory is increasingly incorporating insights
on individual behavior provided by psychology and decision-making research. For
example, in the model of Nicholas Barberis, Ming Huang, and Tano Santos, inves-
tors receive utility from consumption and changes in wealth. In traditional models,
people value only consumption.22 In this extension, investors are loss averse so
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that they are more sensitive to decreases than to increases in wealth, and, thus,
prior outcomes affect subsequent behavior. After a stock price increase, people are
less risk averse because prior gains cushion subsequent losses, whereas after a de-
cline in stock prices, people are concerned about further losses and risk aversion in-
creases. Therefore, Barberis, Huang, and Santos’s model predicts that the existence
of the house money effect in financial markets leads to greater volatility in stock
prices. After prices rise, investors have a cushion of gains and are less averse to
the risks involved in owning stock. Indeed, as in this model, aspects of prospect
theory are increasingly being embedded in financial models.

Despite progress, it does not seem that our understanding of sequential behav-
ior in a market setting is complete. How does individual behavior translate to a
market setting? A recent experimental study that includes a market with sequential
decision-making provides some insight.23 Traders who are given a greater windfall
of income before trading begins bid higher to acquire the asset, and, thus, the mar-
ket prices are significantly higher. In fact, prices remain higher over the entirety of
the three-period markets. As the house money effect would predict, people seem to
be less risk averse after a windfall of money, as if the earlier gain cushions subse-
quent losses. Observed behavior does not always suggest that traders will pay
more to acquire stock after further increases in wealth. There is no evidence that
traders become more risk taking if additional profits are generated by good trades
when the market is open. The results indicate that the absolute level of wealth has
a dominating influence on subsequent behavior so that changes in wealth are less
important. This observed behavior among traders could be because professional
traders are trained to act in a more normative (i.e., less prospect theory-like, less
emotional) fashion. Indeed, more work is required to allow us to better understand
the dynamics of markets and whether individual behavior adapts to or influences
market outcomes.24

10.6 AFFECT

Thus far we have argued that emotions, particularly regret, can impact financial
decision-making. Emotional responses are also caused by the many stimuli we ex-
perience continuously every day. A person’s affective assessment is the sentiment
that arises from a stimulus. For instance, imagine yourself negotiating a contract
for your firm. Then imagine you had an immediate dislike for the other negotiator.
Would you guess that the outcome is probably affected by your sentiment? Affect
refers to the quality of a stimulus and reflects a person’s impression or assessment.
Cognitively, a person’s perception includes affective reactions and, thus, judgment
and decision-making are tied to the particular reactions the person has.

Some psychologists have argued that peoples’ thoughts are made up of images
that include perceptual and symbolic representations.25 The images are marked by
positive or negative feelings that are linked to somatic (or body) states. At the neu-
ral level, somatic markers arising from experience establish a connection between
an experience and a body state (such as pleasant or unpleasant). In effect, affective
reactions are cognitive representations of distinct body states, and the brain uses an
emotion to interpret a situation. People are attracted to a stimulus linked with a
positive somatic marker and avoid those associated with negative somatic markers.
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Affective reactions that are easy for a person to access provide convenient and effi-
cient means for decision making because the reactions allow a far easier way to
evaluate the plusses and minuses of a stimulus.26

Some research has examined the role of affect in financial decision-making. In
Chapter 16, we discuss how managers might be influenced. Affect also plays a
role in markets. For example, some argue that a relationship exists between the im-
age of a market and what has occurred in the market.27 This conclusion is based
on the observation that experimental participants’ willingness to invest in a firm is
influenced by the subjects’ affective reaction to the firm’s industry membership.
Other experiments also indicate that firm image has a significant effect on the port-
folio allocation decisions of participants.28

In the future, we will likely see more research on the role of affect in financial
decisions. Psychologists believe that affective reactions influence judgment and deci-
sion making, even without cognitive evaluations, but we do not have a full under-
standing of how the influences mesh into outcomes.29 In addition, psychologists
suggest that when affective reactions and cognitive evaluations suggest different
courses of action, the emotional aspects can be the dominating influence on behav-
ior.30 But again, we have a lot to learn if we are to understand when a particular
force is likely to dominate.

CHAPTER HIGHLIGHTS

1. Some researchers suggest that the mood of the investor translates into the
mood of the market and, in turn, impacts market outcomes. These conclu-
sions should be interpreted with caution because we do not fully understand
the relationship between emotion and risk attitude.

2. Much evidence suggests that two emotions, pride and regret, have significant
effects on individual financial decision-making.

3. According to the disposition effect, people sell winners too soon and hold on
to losers too long. Empirical evidence documents this tendency.

4. The disposition effect has traditionally been explained by prospect theory.
Because of the shape of the value function, investors are less risk averse for
losers, so they are more likely to hold on to them.

5. Recent theoretical arguments and experimental evidence suggest that loss
aversion resulting from a fear of regret may provide a better account of the
disposition effect.

6. According to the house money effect, after a prior gain, investors become less
risk averse.

7. After losses, the snake-bit effect (whereby people are less likely to take on
risk), and the break-even effect (whereby people are more likely to take on
risk) operate in opposite directions. The latter seems to usually dominate.

8. Path-dependence in decisions, which suggests that people sometimes integrate
sequential gambles, is corroborated for large-scale gambles by considering the
choices made by game show contestants.

9. Affect reflects a person’s impression or assessment of a stimulus. Because a per-
son’s perception is tied to the affective reaction, decisions are impacted by affect.
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DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Regret and disappointment
b. House money and break-even effects
c. Affect (noun) and affect (verb)
d. Bad mood and depression

2. In housing markets, there is a positive corre-
lation between prices and trading volume.
When there is a housing boom, many houses
sell at, or even above, the prices asked by
sellers. In times of bust, homes sit on the
market for a long time with asking prices
that exceed the prices that can reasonably
be expected. How can this be explained?

3. Some investment banks engage in proprie-
tary trading, which means that the firm’s tra-
ders actively trade financial securities using
the bank’s money, in order to generate a

profit. To offset a slowdown in one division,
traders in a profitable division might more
actively engage in proprietary trading. Do
you think this practice is wise?

4. This morning I woke up in a sour mood be-
cause my favorite team lost its game yester-
day. Then I had to wait an extra-long time in
line for coffee. It started to rain, and I forgot
my umbrella in the car. When I arrived at my
office (finally), I found that a stock I held in
my portfolio was falling in value, so I sold. Is
this evidence that mood moves markets?

5. What does research based on the game show
Deal or No Deal tell us about path-
dependence and integration versus segrega-
tion of gambles?
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11SOCIAL FORCES:

SELFISHNESS OR
ALTRUISM?

11.1 INTRODUCTION

Homo economicus, or the “economic man,” is a rational, self-interested decision-
maker. Earlier chapters in this book have described what it means in finance to be
a rational decision-maker and presented some evidence suggesting that rationality
might not always be the best assumption. Recent important contributions to how
we think about decision-making focus on another quality of economic man—
human beings sometimes choose actions that are not in their material self-interest.
This chapter will consider evidence that social interests influence how people make
decisions. We focus on what we call other-regarding preferences, like fairness and
reciprocity, because self-interested people are at the heart of most finance theory
and practice.

This chapter begins in Section 11.2 with a clarification of the concept of the
economic man. Then in Section 11.3, we describe experiments that measure peo-
ples’ tendencies toward fairness, reciprocity, and trust. The section also reports evi-
dence of social influences across a wide variety of cultures. People often behave
reciprocally, even when there is no role for reputation and no opportunity for retal-
iation by others. After reviewing the evidence in support of the notion that people
have other-regarding preferences, in Section 11.4 we provide two examples to illus-
trate how ignoring social influences can lead to incorrect conclusions about impor-
tant finance issues. In particular, we consider the relationship between social forces
and competition in markets and the optimal design of contracts. Next, in Section
11.5, we consider conformity to social pressure. In Section 11.6, we see that emo-
tion and social behavior are linked. The chapter concludes in Section 11.7 with a
consideration of the argument that our reaction to social forces is “hardwired” in
our brains through the forces of evolution.
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11.2 HOMO ECONOMICUS

The decision-makers portrayed in the bulk of finance theory are rational and self-
interested. This homo economicus view of man’s behavior is generally attributed to
nineteenth-century economist John Stuart Mill, though he did not actually use this
wording.1 As Mill argues, economics2

… does not treat the whole of man’s nature as modified by the social state,
nor of the whole conduct of man in society. It is concerned with him solely as
a being who desires to possess wealth, and who is capable of judging of the
comparative efficacy of means for obtaining that end. It predicts only such of
the phenomena of the social state as take place in consequence of the pursuit
of wealth. It makes entire abstraction of every other human passion or motive;
except those which may be regarded as perpetually antagonizing principles to
the desire of wealth, namely, aversion to labour, and desire of the present en-
joyment of costly indulgences.

Notice that while people want to accumulate wealth, Mill argued that labor is min-
imized. Mill also recognized that other motives might be important, but at the
same time he wanted to include only those that were “perpetually antagonizing.”
In developing theories, Mill realized that including a wide range of factors would
lead to models that were indeterminate. If a model cannot provide predictions or
directions for practical decision-making, it is not useful. In Mill’s words, if econom-
ics is going to be a science “… practical rules must be capable of being founded
upon it.”3

While Mill excluded the “whole conduct of man in society” in his definition of
economic man, he did not rule out any role for society. Much of his work centered
on the important role of institutions. For example, he was critical of the system of
tenant farming in Ireland because he argued that it gave the farmer no incentive to
exert effort.

Recent evidence suggests that monetary incentives are not the only thing people
care about. Thus, the view that our theory appropriately “… considers mankind as oc-
cupied solely in acquiring and consuming wealth” may be too narrow.4 A wider range
of human motivations is important for understanding financial decision-making.

11.3 FAIRNESS, RECIPROCITY, AND TRUST

Most people would accept with little argument the claim that fairness is valued in
our society. At the same time, though, fewer people would accept the argument
that fairness is important for financial decision-making. Nevertheless, in recent
years some researchers contend that fairness, reciprocity, and trust are critical for
business transactions. At a basic level, trust is a prerequisite for an efficiently
functioning economy. We could write contracts specifying every single detail of
every single business and personal transaction, but think of the cost! If we trust
that other people will act fairly, the costs of transacting are reduced enormously.
In fact, research shows that a large number of people treat fairly and trust others,
even those whom they do not know and will likely never meet again.5 An every-
day example of fairness and trust is the practice of tipping servers in restaurants.

186 CHAPTER 11



As long as the service is reasonably good, we normally tip the staff. The tip is not
required, but most of us who eat out would consider it to be fair, and, on the
other side, servers who are conscientious trust that patrons will recognize their
efforts.6

ULTIMATUM AND DICTATOR GAMES

Consider a hypothetical experiment in which you and another student are anony-
mously paired. You two will split a sum of money. Though the situation is hypo-
thetical, try to answer the following question as if real dollars were at stake:

Game 1:
One-half of the participants are completing the experiment in Room A and the
other half in Room B. Each participant in Room A will be randomly paired
with someone in Room B. Neither will ever learn the identity of the other.
Participants in Room A (proposers) have been given $10 and the opportunity
to send any portion of their $10 to a randomly assigned participant in Room
B (responders). Participants in Room A can send any dollar amount—$0, $1,
$2, $3, $4, $5, $6, $7, $8, $9, or $10. Participants in Room B can choose to
keep the amount sent, in which case the division proposed by A is final. Or,
participants in Room B can reject the amount sent, in which case both indivi-
duals receive nothing.

You are a proposer in Room A. How much do you send to your paired par-
ticipant in Room B? Remember you can send any dollar amount from $0 to
$10 and the participant in Room B can accept this offer, or reject it, in which
case you both receive nothing. If the other participant accepts and you send
$x, you keep $10 − $x.

Amount Sent to Room B: __________

This is called the ultimatum game, and traditional economic theory predicts that a
self-interested responder will accept any positive amount.7 A proposer who realizes
this should make the smallest possible offer, $1 in the previous example.

Is your choice similar to those of other students? On average, proposers send
more than the minimum possible offer. Perhaps this is because they anticipate that
responders will retaliate against offers they perceive to be unfair by rejecting them.
Across many experiments in many different countries with different types of parti-
cipants, responders reject offers that are less than 20% of the proposer’s endow-
ment ($2 in our example) about half of the time.8

The results of the ultimatum game seem to be inconsistent with pure self-
interest in two respects. First, contrary to the maximization of their self-interest,
responders reject positive offers. Second, proposers’ behavior may indicate a
taste for fairness as they, on average, send more than the minimum offer. This
second conclusion could be premature because proposers may behave strategi-
cally and offer more than the minimum if they anticipate the retaliation of the
responders.

Another game was proposed to separate fairness and strategy. Again, consider
a hypothetical experiment in which you and another student are anonymously
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paired. You two will split a sum of money. Though the situation is still hypotheti-
cal, try to answer the following question as if real money were at stake:

Game 2:
One-half of the participants are completing the experiment in Room A and the
other half in Room B. Each participant in Room A will be randomly paired
with someone in Room B. Neither will ever learn the identity of the other.
Participants in Room A (proposers) have been given $10 and the opportunity
to send any portion of their $10 to a randomly assigned participant in Room
B (receivers). Participants in Room A can send any dollar amount—$0, $1,
$2, $3, $4, $5, $6, $7, $8, $9, or $10. The division proposed by A is final.

You are a proposer in Room A. How much do you send to your paired par-
ticipant in Room B? Remember, you can send any dollar amount from $0 to
$10. If you send $x, you keep $10 − $x.

Amount Sent to Room B: __________

This is called the dictator game because the receivers in Room B have no decision
to make. Here it seems clear that the proposer should send nothing at all unless he
cares about fairness. Remember that the players’ identities are closely guarded so
that reputation plays no role.9

Figure 11.1 illustrates the typical results and compares the ultimatum and dic-
tator games. The proposers’ endowment in this particular game was $5, unlike the

FIGURE 11.1 Offers by Proposers in Ultimatum and Dictator Games
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game described before in which the endowment was $10. The horizontal axis in
the figure indicates the amount sent to the responder/receiver in dollars, and the
vertical axis shows the percentage of offers at each dollar amount. If fairness was
the only factor driving proposers’ behavior in the ultimatum game, the distribu-
tions should be similar. The figure indicates this is not the case. The distribution
of offers for the ultimatum game is clearly centered further to the right than the
distribution for the dictator game. Participants in the ultimatum game are more
generous. In this dictator game, 36% of the players offer nothing, whereas in the
ultimatum game, all players make positive offers.

While the dictator game results indicate that fairness alone does not drive the
generosity observed in the ultimatum game, we continue to conclude that many
people value fairness. Note that if 36% of the dictators gave nothing, 64% gave
something to a person they did not know and would not knowingly interact with
in the future. This is real money the proposers could have easily kept. There was
no opportunity for retaliation, punishment, or reputation formation. Remember
also that about 20% of the responders in ultimatum games are willing to sacrifice
their own income to retaliate against a player they perceive to be unfair.

THE TRUST GAME

A dictator game can be thought of as measuring pure altruism. Another game,
known as the trust game, measures trust and reciprocity.10 As before, try to answer
the following hypothetical question as if real money were at stake:

Game 3:
One-half of the participants are completing the experiment in Room A and the
other half in Room B. Each participant in Room A (investors) will be ran-
domly paired with someone in Room B (trustees). Participants in each room
are given $10. Investors then have the opportunity to send any portion of their
$10 to a randomly assigned participant in Room B. Participants in Room A
can send any dollar amount—$0, $1, $2, $3, $4, $5, $6, $7, $8, $9, or $10.

Each dollar sent to Room B is increased three times. Participants in Room B
decide how much money to send back to Room A and how much money to
keep. Participants in Room B can send back any dollar amount—ranging from
$0 to three times the amount received from Room A.

You are an investor in Room A. How much do you send to your paired par-
ticipant in Room B? Remember you can send any dollar amount from $0 to
$10. If you send $x, the trustee receives $3x and you keep $10 − $x. The
trustee then decides the dollar amount to return to you ($y). The trustee can
return any dollar amount from $0 to $3x. Your total earnings will be what
you initially keep, plus what the trustee returns or ($10 − $x) + $y.

Amount Sent to Room B: __________

This is called the trust game because it measures how much the investors in Room A
trust the trustees in Room B. It is also referred to as the investment game because the
participants in Room A are “investing” the amount $x in participants in Room B.
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In theory, the trustees in Room B should return nothing at all if they are purely
self-interested ($y = 0). The investors in Room A will anticipate the motivations of
those in Room B and send nothing to begin with ($x = 0). But notice that if the in-
vestors trust the trustees, there is a lot to be gained. With no trust, the total gain in
the game is $20 ($10 + $10) because each participant keeps the $10 he is given.
With complete trust, the total gain is $40 ($10 times 3 + $10) because the trustor
sends his $10 endowment, which is then multiplied by 3. If there is trust, all players
can potentially be better off.

Typically, investors send about half of their endowment to trustees, though there
is a lot of variation across people. The amount sent represents the trust exhibited by
subjects in Room A. The trustees in Room B typically return less than what they re-
ceive from the investors ($y < $x). Thus, trust does not pay for many investors.

Figure 11.2 illustrates the results of a trust game. In this game, both players
initially received $10 and the amount sent by investors was multiplied by 3 in

FIGURE 11.2 The Behavior of Investors and Responders in Trust Games
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some cases (M − 3x) and 6 in others (M − 6x). The majority of the investors in
Room A (33 of 44 subjects) sent at least one-half of their initial endowment to
Room B. The mean amount sent is more than $6, but variation across people is
clear from the graph. Reciprocity is defined as the amount returned to investors
divided by the amount available to students in Room B (i.e., the multiplier times
the amount received). The reciprocity ratio is less than 50% most of the time,
implying that participants in Room B kept more than they returned. In fact,
many investors received less than they sent so that trust did not necessarily pay
in this game.

Trust and reciprocity have important implications for business transactions. As
in this game, without trust a great deal of the potential benefit of a transaction may
be lost.

WHO IS MORE FAIR?

The evidence provided in this chapter indicates that some people are fair, behave
reciprocally, and trust others. We also saw, though, that there is great variation in
these traits across people. Can we say anything about the characteristics of people
who are fairer?

Many studies have examined whether certain people are more prone to pro-
social behavior, and the conclusions are quite mixed. Consideration of culture, gen-
der, or academic background does not lead to reliable conclusions. One factor that
does seem to have a consistent effect is age, at least for very young children. Young
children tend to be more self-interested, and as they grow older, they become more
socially minded.11

Though individual characteristics do not seem to matter much, the results of
cross-cultural experiments indicate that there are important ties between social be-
havior and the economic organization of a culture. Experiments with the Machi-
guenga people who live in the Peruvian Amazon provided some startling results.12

The Machiguenga live in single-family or small extended-family groups. They live
by hunting and fishing and practice slash-and-burn horticulture. Exchange is within
the family unit, and outside cooperation is extremely rare. Thus, you can imagine
that their culture and daily lives are quite different from those of the typical urban
college student. In experiments, the Machiguenga were much less generous than re-
ported elsewhere in the literature.

Was this an outlier, or did it indicate a strong cultural difference? A team of re-
searchers set out to answer this question.13 They identified a variety of groups with
different cultures and sent researchers to conduct games, including the ultimatum
game. While student proposers typically offered between 42% and 48% of their en-
dowments to responders, the proposers in the cross-cultural experiments had much
more dispersed offers of from 25% to 57% of their endowments. The behavior of
responders was also more variable than observed previously. As Figure 11.3 shows,
rejections of offers are rare in some groups but common in others. Low offers, de-
fined as less than 20% of the endowment, were not rejected at all in some popula-
tions. Even offers of more than 50% of the endowment (which most would consider
quite fair) were rejected in other groups like the Gnau of Papua New Guinea.

Though this work continues, it seems that pro-social behavior is related to how
people lead their daily lives. While individual demographic differences did not seem
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to matter much, the economic organization of the group and the degree of market
integration had important effects. In finance we usually think that markets function
better when people are self-interested. Cross-cultural research finds the opposite. In
cultures with more active exchange, experimental participants made more generous
offers. In the future, additional investigation might help us to better understand the
direction of the effect. In other words, are people more pro-social because they are
accustomed to interpersonal exchange, or are they more prone to exchange because
they are pro-social? This research will provide important implications for how we
think about the functioning of financial markets.

11.4 SOCIAL INFLUENCES MATTER

Earlier in this chapter we presented evidence indicating that people are not purely
motivated by self-interest. At this point, you might be wondering why we care.

FIGURE 11.3 Responders’ Rejections of Offers in Ultimatum Games
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Later, in Chapter 12, we provide additional examples of how social forces matter
in finance. In order to convince you that we should care, we provide two examples
here of how fairness and social preferences can be important in the finance realm.
We will first consider how social preferences might impact market competition
and then optimal contract design. In Chapter 2, we saw that the efficient function-
ing of markets and the alignment of incentives across principals and agents are crit-
ical issues in finance.14

COMPETITION IN MARKETS

Some people can be classified as selfish according to the games described here.
Others behave reciprocally and seem to care about fairness. Recent research shows
that we cannot understand how competition impacts market prices if we ignore the
effect of fairness. In fact, research reported by Urs Fischbacher, Christina Fong,
and Ernst Fehr indicates that changing the number of competitors by only one can
have a significant effect on market outcomes.15

To see this, consider the following modification of the ultimatum game. Start
with the ultimatum game, but increase the number of responders from one to two
or five who are in competition with one another. The proposer makes his offer
and then the responders simultaneously decide whether to accept or reject the offer.
If more than one responder accepts, one is randomly chosen to get the amount of-
fered by the proposer. If only one responder accepts, he gets the offered amount,
and if all responders reject, all receive nothing.

This modified ultimatum game is analogous to a goods market with one seller
(the proposer) and multiple competing buyers (the responders). Everyone in the
market knows the value of the good to everyone else, so the seller should set the
price at the buyers’ maximum willingness to pay (which is the same for all buyers).
In this game with purely self-interested sellers and buyers, the seller should take all
the gains in a transaction. To understand this, think about a two-person game. If
both are self-interested, the seller will set the price exactly equal to the maximum
amount the buyer will pay because if the price is one cent less, the buyer is better
off. If the seller sets the price one cent higher than the maximum amount the buyer
will pay, the buyer would reject the offer.

Adding competition to the game should have no effect because the proposer is
already reaping all the gains from the transaction. In other words, competition
among the buyers is not expected to change the price because with self-interested
buyers and sellers, the seller is already setting the highest price possible. Competi-
tion among the buyers does not give the seller more power.

Yet, Fischbacher, Fong, and Fehr find that competition has a large effect on the
market. They report that with one buyer, the buyer received about 41% of the gains
from the transaction, but with two buyers, the trading buyer received only 19% of
the gain. Recall that with multiple buyers only one is randomly selected for the trans-
action. With five buyers, the trading buyer receives about 14% of the gains from
trade. Figure 11.4 illustrates the average accepted offers across the 20 periods played
in the game for three groups: BG (bilateral or two-person game), RC2 (two compet-
ing responders), and RC5 (five competing responders). The average offers do not
seem to change that much over time and the ordering remains the same.
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Although the results are not consistent with purely self-interested traders, fairness
and reciprocity can explain why the responders’ share decreases with competition. Think
back to the two-person ultimatum gain. The proposer should set an offer that is as small
as possible, but not very close to zero because proposers anticipate that responders will
reject low offers.16 Responders know they can punish a proposer who is viewed as unfair
by rejecting the offer. With more than one responder, a player who retaliates against an
unfair proposer may not be successful because he cannot be assured that the other
responders will reject the low offer. With more competitors, it is more likely that at least
one of the responders is selfish and will accept any positive offer. Even responders who
would normally behave reciprocally may accept low offers because they recognize that
other responders may be selfish.

These results indicate that competition has important effects on market
outcomes when some people care about fairness. Other research by Fehr and
Fischbacher shows that fairness concerns define competitive market outcomes un-
der certain conditions.17 Thus, we cannot rule out fairness as a potentially impor-
tant factor in markets.

INCENTIVES AND CONTRACT DESIGN

In Chapter 2 we recognized the importance of contract design in aligning the incen-
tives of principals and agents. Owners of a firm want to provide incentives for

FIGURE 11.4 Average Accepted Offer Across 20 Trading Periods for Three
Groups: BG (Bilateral or Two-Person Game), RC2 (Two Competing
Responders), and RC5 (Five Competing Responders)
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workers to expend high effort. Stockholders want to design contracts to give man-
agers motivation to act in the owners’ best interest and avoid shirking. Experimen-
tal studies show that workers respond to wage offers that are viewed as generous
or fair by working harder than predicted by models of self-interested agents. As
we saw with the ultimatum game, however, there is a great deal of variation across
people. Some make purely selfish choices and expend the smallest amount of effort,
while a large fraction behaves reciprocally.

A natural question that arises is: Can we provide better incentives for those
who are self-interested by designing contracts with explicit incentives? For example,
workers could be penalized if a minimum level of effort is not met. These material
incentives might lead to extra effort above and beyond the effort level driven by re-
ciprocity. On the other hand, workers may negatively perceive these explicit incen-
tives as indicative of distrust.

Fehr and Simon Gächter designed an experiment to examine these questions.18

In their game, employers offered workers wages and stated a desired effort level. In
one group (TT or trust group), the desired effort level was stated but not binding,
and in another group (IT or incentive group), employers were able to fine shirking
workers so there were explicit performance incentives.

Figure 11.5 shows the average actual effort level chosen for offered “rent” cat-
egories. Here rent measures the workers’ payoff by taking the offered wage and
subtracting the cost of effort. The number above each bar in the figure indicates
the percentage of contracts in each interval for each group. For example, 21% of
the contracts in the IT group offered rents between 0% and 5%. With the excep-
tion of the lowest offered wages, the average effort level chosen by workers is
lower with explicit incentives. The results indicate that there is a tension between

FIGURE 11.5 Average Actual Effort Level Chosen Across Rent Categories
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motives generated by fairness and reciprocity and those generated by material in-
centives. Workers may respond to explicit incentives with hostility.

Typically, principal-agent models suggest that the best contracts should include
all verifiable performance measures. This research provides insight into why we
might optimally observe incomplete employment contracts. Explicit performance
incentives can actually have an effect that is opposite to the desired direction.19

11.5 CONFORMITY

In this chapter we have presented evidence that social interests influence how peo-
ple make decisions. We focused on preferences like fairness and reciprocity, be-
cause self-interested people are at the center of most finance theory. Of course,
other social forces affect human behavior and here we will focus on conformity,
one aspect of human behavior with which we are all familiar. When people con-
form they give in to real or imagined social pressure. Later in Chapter 12, we con-
sider some empirical evidence concerning how conformity affects two questions
that have received significant attention: herding by professional financial analysts
and the optimal composition of corporate boards.

TESTING CONFORMITY

Psychologists have studied conformity for some time. Here is a classic example of
the power of conformity:

Game 4:
Consider the lines in Figure 11.6 and decide which of the lines A, B, or C is
identical in length to the first line.

The line identical to the first one is __________.

It seems obvious that the answer is line C, doesn’t it? What if you were in a room
with eight other university students who all said the answer was line A? Researcher
Solomon Asch found that student participants conformed to an incorrect majority
about one-third of the time. Three-fourths of the students conformed at least one

FIGURE 11.6 Asch’s Lines
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time.20 Asch’s experiment has been replicated many times, and because the level of
conformity changes over time, psychologists believe that conformity reflects social
norms and culture.21

An extreme form of conformity is groupthink.22 Groupthink can take hold in a
small group of individuals who are insulated from outside influences. Group mem-
bers may begin to think alike, while stressing loyalty and suppressing dissent. The
group may ignore relevant information and believe they are invulnerable. One
recent example of disastrous consequences attributed to groupthink was the
Columbia explosion.23 NASA was warned by a panel that the shuttle had safety
problems. Yet, NASA removed five of the nine members on the panel and went
ahead with its plan to launch the shuttle. All seven crew members perished.

Fortunately, groupthink has warning signs and can be prevented. If you are a
member of a group that ignores warnings, punishes dissenters, or seems invulnera-
ble, remember that you are not. It is actually a good idea to encourage people to
express their opinions, particularly opinions that are not consistent with the
majority.

Though we may not normally face groupthink in our day-to-day lives, we all
observe some degree of conforming behavior among ourselves and others with
whom we interact. People tend to evaluate themselves in comparison to others
who are close to them.24 So, for example, a professional financial analyst considers
his choices in relation to other analysts in his reference group. If financial decision-
makers consider the behavior of others before making a choice, we may observe
herd behavior. In the financial press, herding has a negative connotation, but herd-
ing might not be such a bad thing if you believe others have better information.25

OBEDIENCE TO AUTHORITY

Psychologist Stanley Milgram conducted some startling experiments of obedience
in the 1960s that have become famous around the world. In his experiments, Mil-
gram created a box with levers that purportedly delivered electric shock from 0 to
450 volts. The voltages were labeled from “slight shock” to a final designation of
“XXX.” The final, ominous designation was two switches after “danger: severe
shock.” Subjects thought they were participating in an experiment on punishment
and learning, but instead Milgram was examining obedience to authority. Each
participant was assigned the role of the “teacher,” and the “learner” was actually
an actor. Wires connected the electric box to the learner, but in actuality, the
learner only acted as if an electric shock was transmitted. When the teacher admin-
istered shock, the learner feigned a painful response.

How many people do you think would administer a shock when a learner an-
swered a question incorrectly? Does your answer change if the experimenter was
viewed as an authority because of his title and lab coat, and if you know that par-
ticipants received financial compensation?

Every subject in Milgram’s original study administered some shock to the
learner. Several variations of the experiment were conducted to examine how be-
havior changed. In the first variant, the teacher (the participant) could not see the
learner or hear the learner’s (actor’s) verbal responses to the shock. The learner’s
responses appeared on a signal box. But, at 300 volts, the teacher could hear the
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learner pounding on the wall in protest. At 315 volts, no answers appear on
the box and the pounding stopped. Astoundingly, 26 of 40 subjects administered
the maximum possible shock. Though many of the teachers were obviously agi-
tated, they continued to administer the shock. Here are comments made by one
participant when he declined to administer additional shock:26

I think he’s trying to communicate, he’s knocking … Well it’s not fair to shock
the guy … these are terrific volts. I don’t think this is very humane … Oh,
I can’t go on with this; no, this isn’t right. It’s a hell of an experiment. The guy
is suffering in there. No, I don’t want to go on. This is crazy.

Milgram’s experiment and results have been replicated many times with diverse
subject pools. Many subjects suggested that loyalty drove their behavior. Partici-
pants were more likely to disobey the experimenter when other subjects in the
room also disobeyed, the experimenter left the room, the learner and teacher were
in the same room, or there were two experimenters giving conflicting direction.

11.6 SOCIAL BEHAVIOR AND EMOTION

In Chapter 7 we discussed emotion and brain circuitry. Also, recall that fMRI tech-
nology allows us to see which parts of the brain are operating at different times.
Through research using fMRI, there is increasing evidence that emotions and social
interaction are inextricably linked. Much of this research is slotted under social
neuroscience, which investigates the “social brain,” the neural circuitry that oper-
ates when we deal with other people.27

As an example, fMRI technology was used to investigate cognitive and emo-
tional processes during the ultimatum game.28 As we discussed earlier in this
chapter, results of the ultimatum game sometimes seem to be inconsistent with pure
self-interest, in the sense that positive offers are rejected to the detriment of both
parties. This may be because of the perception that fairness has been breached.
Naturally enough, when we feel that we are being treated unfairly, anger is trig-
gered. In Chapter 7 we saw that the forebrain is critical for rational thought, while
the limbic system is the primary seat of emotion. When ultimatum game partici-
pants were scanned using fMRIs, it was apparent that unfair offers triggered activ-
ity in both the forebrain (rational thought: “should I accept this offer since it is in
my self-interest?”) and the limbic system (emotion: “I’m getting even with this guy,
even though it will cost me”). When unfair offers were rejected, heightened activity
was observed in the limbic system, making it clear which part of the brain won the
argument.

11.7 SOCIAL BEHAVIOR AND EVOLUTION

What is the source of the human desire to conform? Why are many people willing
to be fair when they really don’t have to be? It is possible that evolution favored
people who were cooperative and equitable in exchanges.29 Perhaps we are actually
“hardwired” to behave socially. Evolution may favor reciprocal behavior because
groups that are pro-social will outperform groups that are not. Imagine our society
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if everyone always acted in terms of their own, narrow self-interest. Conformity
may encourage cooperative behavior.

Evidence supports the argument that other-regarding preferences influence
human behavior. But, many things influence behavior and we cannot include
everything in our model when we want to make inferences and policy recommen-
dations. As Mill put it, “… because, as no two individual cases are exactly alike,
no general maxims could ever be laid down unless some of the circumstances of
the particular case were left out of consideration.”30 Researchers are today making
the case that social influences are so important that their impact must be consid-
ered. In the next chapter, we will see how social forces were of great consequence
in the fall of a large American corporation, the Enron Corporation.

CHAPTER HIGHLIGHTS

1. Homo economicus or economic man makes rational decisions that are in his
best interest.

2. Real people are often generous, fair, and cooperative in exchanges.
3. Reciprocity and trust are important for business transactions because they re-

duce costs.
4. Pro-social behavior varies quite a lot across people, and while some people

are fairness-minded, others seem to be driven by self-interest.
5. We cannot predict who will behave pro-socially based on observable charac-

teristics, but significant differences across cultures are observed.
6. Even if only a subset of people exhibits fairness-minded behavior, market

prices can be influenced.
7. Explicit performance incentives in labor contracts can have an effect opposite

to that intended because some people react negatively if they think that others
believe they are not trustworthy.

8. People often succumb to social pressures and conform to the majority of a
group.

9. Some people will obey an authority figure even when the actions that are de-
manded conflict with their personal conscience.

10. Researchers look at the parts of the brain that are activated when decisions
are made and conclude that emotions and social behavior are linked.

11. Evolution may favor pro-social behavior because, when members of a group
cooperate, the group will perform better.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Dictator and ultimatum games
b. Trust and reciprocity
c. Conformity and groupthink
d. Economic man and real people

2. Discuss the merits of the following state-
ment: The evidence clearly indicates that
proposers in dictator games care about
fairness because they send responders more
money than they have to.
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3. In 1962, U.S. President John F. Kennedy took
specific actions to avoid the pitfalls of group-
think in deciding how to proceed during the
Cuban Missile Crisis. Conduct your own re-
search, and write a few paragraphs evaluating
the steps taken and their effectiveness.

4. Your firm has built a manufacturing plant
not too far from a large European city.
You are a member of a management team
that is charged with designing employment
contracts that promote high effort among
the employees. What factors might you bring

to the attention of the team? Would your
answer change if the manufacturing plant is
located near a fairly isolated village in a de-
veloping nation?

5. The highly successful online auction site
eBay has attracted millions of buyers and
sellers. In these faceless exchanges, trust on
both sides of a transaction could be of con-
cern. One action eBay has taken to promote
trust in exchanges is to allow feedback. Why
is this so important and effective?
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12SOCIAL FORCES AT

WORK: THE COLLAPSE OF
AN AMERICAN
CORPORATION

12.1 INTRODUCTION

During the 1990s, investors witnessed soaring stock prices for some corporations.
While valuations seemed to be disconnected from underlying fundamentals, many
argued they were warranted because it was a “new economy.” Here is how the ar-
gument went. The structure of the world economy was fundamentally changed by
the Internet revolution so that long periods of growth were to be expected. As so
often occurs when it seems too good to be true, a downturn in the economy begin-
ning in 2000 led to more realistic expectations.

Some of the firms that experienced the most astounding growth later experi-
enced even more astounding falls. One particularly notorious rise and fall was that
of Enron. In December 2000, Enron’s market capitalization was more than $60 bil-
lion, and Fortune magazine rated it the most innovative large company in the
United States.1 Just one year later in December of 2001, the firm filed for bank-
ruptcy. This chapter focuses on the social forces that impacted the behavior of two
groups of very important players in the collapse of Enron: the corporation’s board
and the financial analysts who followed the firm.

The chapter begins in Section 12.2 with a discussion of why the corporate form
of ownership is prevalent around the world. Optimal board size and composition, as
well as directors’ incentive structure and compensation, are examined. Next, in Sec-
tion 12.3, we consider financial analysts’ role as information intermediaries, their
performance, and behavior. Section 12.4 focuses on the rise and fall of Enron. The
behavior of its directors, financial analysts, and other players are examined. The final
section notes the importance of retaining a personal identity in any organization and
being aware of the potentially mesmerizing effect of social influences.
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12.2 CORPORATE BOARDS

In terms of size, the corporate form of ownership is dominant. What is so good
about the corporation? The corporation is a legal entity separate from its founders
or owners. A corporation’s life is not limited and its ownership shares can be easily
transferred. Though a corporation can be sued, the shareholders have limited liabil-
ity and can only lose their investment. In 1819, Chief Justice John Marshall de-
scribed a corporation as follows:2

A corporation is an artificial being, invisible, intangible, and existing only in
contemplation of law. Being the mere creature of law, it possesses only those
properties which the charter of its creation confers upon it, either expressly, or
as incidental to its very existence. These are such as are supposed best calcu-
lated to effect the object for which it was created. Among the most important
are immortality, and, if the expression may be allowed, individuality; proper-
ties, by which a perpetual succession of many persons are considered as the
same, and may act as a single individual. They enable a corporation to manage
its own affairs, and to hold property, without the perplexing intricacies, the
hazardous and endless necessity, of perpetual conveyances for the purpose of
transmitting it from hand to hand. It is chiefly for the purpose of clothing
bodies of men, in succession, with these qualities and capacities, that corpora-
tions were invented, and are in use. By these means, a perpetual succession of
individuals are capable of acting for the promotion of the particular object,
like one immortal being.

The potential for an unlimited life is an important benefit of incorporation,
though, as we all know, no corporation is truly immortal. Even though it is nearly
200 years old, the justice’s opinion remains important because it limits the ability
of a state to interfere with the business of a corporation.

Of course, while there are limits on state interference, corporations have exter-
nal and internal constraints. Perhaps the most notable external force in the United
States is the Securities and Exchange Commission (SEC). The SEC was created un-
der the Securities and Exchange Act of 1934, and its mission “is to protect inves-
tors, maintain fair, orderly, and efficient markets, and facilitate capital formation.”3

Internally, corporations are governed by a board of directors. In fact, a board is a le-
gal requirement for incorporation. Before we turn to the social forces affecting the
decisions of board members, we will consider why a board of directors is desirable,
as well as the optimal structure of the board.

BENEFITS OF A CORPORATE BOARD

Ideally, corporate boards advise and counsel executives and provide discipline to
managers. Boards of directors are common throughout the world and are not
merely an American phenomenon. Though boards are mandated by regulation,
many were in existence before these regulations were in place. Thus, there must be
some economic reason for corporate boards. In Chapter 2, we considered the
agency problem that exists between managers (agents) and shareholders (princi-
pals). A corporate board may be one way to mitigate the conflicts of interest be-
tween managers and shareholders.4
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Because many of today’s corporations are very large and have many share-
holders, it is often difficult to monitor managers directly. Some shareholders may
even shirk their responsibility to monitor, assuming others will monitor managers.
This shirking is often referred to as the free rider problem. In addition, the average
shareholder may lack the knowledge, skills, and information necessary to fully un-
derstand complicated business transactions. A board of directors that is responsible
for monitoring management may be an efficient solution to the agency problem.5 If
shareholders trust the board, they may indicate their trust by investing in the firm.

Researchers have investigated whether there is an optimal board size and com-
position that promotes efficient monitoring and engenders the trust of shareholders
in a board. Some argue that small boards are better than large boards. When
boards are large, the directors tend to be less involved with the management of the
firm and agency problems can increase. For example, some directors may free ride
on others. The empirical evidence is consistent with the theory that small boards
are more effective and increase the value of the firm, as compared to large boards.6

Recent theoretical evidence, however, suggests that the optimal board size depends
on the firm’s individual characteristics, including the level of shareholder activism.7

What about the composition of the board? Most boards are combinations of
insiders and outsiders. Inside directors are managers or executives of the company,
whereas outside directors are not employees. Advantages of inside directors include
their privileged access to firm-specific information, dedication to the firm, and bet-
ter expertise relating to the firm’s activities. Advantages of outside directors include
their broad backgrounds, independent evaluations, and shareholder orientation.8

Research into the link between firm performance and the proportion of outside di-
rectors finds little evidence that board composition is related to the performance of
a corporation in cross-sectional analyses of actual firm data.

OUTSIDE DIRECTORS

Particularly after the corporate scandals of recent years, a policy of ensuring that
boards have a majority of outside directors has been advocated. Yet, there was lit-
tle basis for believing this was advisable until recently. Empirical examination of
the relationship between board composition and firm performance is challenging
because independence is fundamentally unobservable. Is any individual who is not
an employee of the firm truly independent from the firm’s managers and execu-
tives? What if our CEO and “independent” board member were college roommates
at Princeton? What if they play tennis on the same doubles team on weekends?
What if the “independent” board member is also a CEO and our CEO is an “inde-
pendent” board member on the other board?

In cases in which researchers have difficulties isolating the variables of interest, in-
vestigations using an experimental method are particularly useful. A recent study exam-
ines voting behavior in an experimental setting in which the board is faced with
conflicts of interest between insiders and shareholders.9 The board consists of unin-
formed outsiders whose incentives are aligned with owners and informed insiders whose
incentives are not so aligned. The evidence suggests that outsider-dominated boards
more often produce outcomes consistent with the interests of owners. In addition, this
research suggests that decision-making may be more efficient with small boards.
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IT’S A SMALL WORLD

Today the common view is that corporate boards should have a majority of out-
side directors. While, as noted before, experimental evidence supports this view,
even boards with a majority of outside directors sometimes seem to disregard the
interests of the firm’s owners. This may be because board members that are classi-
fied as independent really are not. After all, it really is a small world.

You have probably heard the common legend that any two people can be con-
nected by a chain of six links or “six degrees of separation.”10 This legend is not
purely myth. Psychologist Stanley Milgram conducted field experiments and con-
cluded that two randomly chosen individuals can be connected by surprisingly short
chains.11 He found that any two Americans are likely tied by chains of five or six.

The world of corporate directors is even smaller. Many boards are interlocked,
meaning that there are overlapping board memberships. A recent study of several
thousand directors serving on several hundred of the largest U.S. companies found
that the directors could be connected by only 4.3 links.12 A link means that two in-
dividuals serve on the same board. If boards met once per month, then an idea (or
rumor) discussed at one board meeting would be transmitted to 97% of the boards
of large U.S. corporations in only six months!

It is natural to wonder at this point whether the connections across board
members may be related to social ties, such as clubs and schooling. For example,
do we observe short chains among directors because a large proportion of them
graduated from Ivy League institutions? And even if the directors are closely con-
nected, it is important to consider whether firm performance suffers. It could be
the case that a social network allows better identification of highly qualified direc-
tors. Recent research examines how social networks impact corporate gover-
nance.13 The study is based on a unique dataset of executives and directors in
France during 1992–2003. In France there are readily identified business elites,
which allow better measurement of the social networks. The authors conclude that
connected CEOs appoint friendly directors, and, as a result, inefficient executives
tend to remain in power longer.

DIRECTORS, COMPENSATION, AND SELF-INTEREST

The small world of corporate directors means that managerial innovations can
spread rapidly. It also means that managers may be particularly susceptible to con-
tagion, regardless of whether the behavior increases or decreases the value of the
enterprise.

One of the most important decisions a corporate board makes is the CEO’s
compensation. The task of a corporate board is to monitor managers and one way
to do so is to align managers’ incentives with shareholder interests. The popular
press and shareholders have expressed concern that top executives’ earnings are go-
ing through the roof and reducing shareholder welfare. In 2006, the CEOs of the
500 largest U.S. companies earned an average of $15.2 million, up 38% from
2005.14 Could social forces play a role in skyrocketing executive compensation?

Imagine this situation. You are on the board of a company and your friend,
Susan, is the CEO. The boards are interlocked, and Susan also happens to be on
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the board of the company for which you are CEO. Will you be thinking of the
stockholders of Susan’s company when you consider her compensation package,
or will you be thinking about maximizing her income because next week your
board will evaluate your compensation package?

Also, consider this situation. Your acquaintance, Keith, is CEO of a third com-
pany. He is currently putting together a slate of nominations for his board to re-
place individuals who have completed their terms. Do you think Keith is more
likely to include your name on the slate if he thinks you are likely to be agreeable
to his point of view? Keep in mind that this directorship is highly desirable both
from a reputation standpoint and in monetary terms. Membership on the board of
a highly visible company is a nice line item for your resume and provides good
conversation at social gatherings. Directors of large corporations can make hun-
dreds of thousands of dollars.15

In some cases, it may be that directors who put their interests ahead of share-
holders are purely self-interested, in blatant disregard of their duty. It is also possi-
ble, however, that many of these individuals see themselves as simply trying to be
cooperative. They may realize they are not being completely honest in their assess-
ments of performance or appropriate compensation level, but at the same time,
they do not view themselves as dishonest. Research shows that people quite often
tell “little white lies” that they view as harmless.16 People sometimes tell white lies
in order to mold the impressions others have of them. These white lies may actually
be viewed as beneficial if they smooth social situations. The problem is that little
lies often lead down a slippery slope to harmful deception.

DIRECTORS AND LOYALTY

It is also possible that directors are prone to misplaced loyalty. Loyalty is valued by
people and may be particularly valuable in business relationships. Directors might
go along with a CEO because of a predisposition to obedience.17 Recall the experi-
ments conducted by Stanley Milgram, which were reported in Chapter 11.18 In the
experiments, subjects were asked to deliver electric shocks to others when they an-
swered a question incorrectly. Amazingly, every participant administered some
shock. These experiments provide compelling evidence on the power of authority.
People will sometimes disregard their conscience when a person of authority calls
for action.

Loyalty might have important consequences in the boardroom if directors are
prone to blindly follow the CEO. From research we know that the impact of loy-
alty can be mitigated by encouraging dissenting opinions, a diverse board, and
truly independent directors. In addition, the board can be encouraged to meet with-
out the CEO. Notice that these practices may also allow the board to avoid the pit-
falls of groupthink, discussed in Chapter 11.

12.3 ANALYSTS

As we will discuss in the following section, the behavior of corporate boards came
under much scrutiny after recent corporate scandals. Financial analysts also re-
ceived a great deal of attention. In this section, we consider the important role of
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financial analysts in our financial system and the social forces they may be suscep-
tible to. In Chapters 8 and 9 we briefly mentioned that analysts tend to herd (while
sometimes exhibiting anti-herding behavior), and that their earnings forecasts and
recommendations are often excessively optimistic. In this section, we elaborate on
the role and behavior of analysts.

WHAT DO PROFESSIONAL SECURITY ANALYSTS DO?

Security analysts are information intermediaries. They are valuable to investors be-
cause, through their expertise, they assimilate a great deal of information and pro-
vide recommendations concerning investment opportunities. Analysts consider
information from financial statements, trade shows, the press, conversations with
corporate executives, and other insiders. In some cases they make recommenda-
tions regarding whether a stock should be purchased, with recommendations being
discrete. For example, their recommendation might follow these lines: strong buy,
buy, hold, sell, strong sell. Analysts also provide forecasts of future performance,
including earnings and growth rates. These forecasts help investors better evaluate
the future prospects of a firm.

There are three types of professional analysts. Sell-side analysts are typically
employed by brokers, dealers, and investment banks. Often their reports are used
to attract investment banking business to the firm. Buy-side analysts are usually
employed by large money management firms, including mutual and hedge funds
and insurance companies. These reports are usually generated for internal pur-
poses. Finally, there are independent analysts. These analysts are not associated
with any large investment or money management firm. They provide independent
research, and their firms generate earnings through subscriptions or fee-based
research.

THE PERFORMANCE OF SECURITY ANALYSTS

Much academic research has investigated the properties of analysts’ earnings fore-
casts and recommendations. As discussed earlier, the evidence indicates that ana-
lysts are too optimistic.19 The focus has been on sell-side and independent analysts
because the reports of buy-side analysts are generally not available to the public.
Shouldn’t the goal of professional analysts be to provide the most accurate fore-
casts possible? If their only concern was providing forecasts with minimum error,
the answer seems straightforward. Their incentives, however, are much more
complicated.

A clear conflict of interest provides a likely source of optimism for sell-side
analysts. Analysts in research units may want to assist their corporate finance
arms by providing optimistic forecasts, particularly because they do not directly
contribute to the firm’s revenues. Not only does optimism help to sell stock that
the investment bank is currently offering, it also attracts firms who might need in-
vestment banking services in the future. The empirical evidence is consistent with
the idea that these conflicts of interest have real effects. An analyst whose firm
also has an investment banking relationship with a firm the analyst is following is
more optimistic than an analyst whose firm does not have a relationship with the
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firm.20 In addition, stocks that are recommended as investments by affiliated un-
derwriter analysts perform worse than those recommended by unaffiliated ana-
lysts.21 Even analysts employed by independent research firms may suffer from
conflicts of interest. Management is an important source of information about a
covered firm.22 A low earnings forecast or sell recommendation could close the
channels of information flow.23

DO ANALYSTS HERD?

In addition to the conflicts of interest just described, analysts’ decisions may be af-
fected by social forces. As with people in general, security analysts may not like
standing out in a crowd, particularly when there is little uncertainty about a cov-
ered firm’s performance. Research shows that when the uncertainty surrounding a
firm they follow is low, analysts tend not to be too optimistic. When uncertainty
is high, however, analysts are less concerned about harming their reputations and
are not so afraid to issue optimistic forecasts.24

If analysts avoid standing out in a crowd, does this mean they also tend to fol-
low the crowd? Herding, or convergence in behavior, among investors is often pro-
posed as an explanation for large swings in market prices. Because professional
financial analysts are important information intermediaries, irrational herding
among them would raise concern.

People, in general, are subject to the force of the herd. Though we might want
to dismiss the tendency to herd as a force influencing only the young or inexperi-
enced, few could seriously contend that they have never succumbed to imitation of
another. Of course, what appears to be herding might simply be the result of peo-
ple having similar information. If everyone knows a certain restaurant is better
then others in the neighborhood, a queue will soon result.

Or, herding could result because information acquisition is costly. People often
have different information, and it is not costless to determine which alternative is
the best. So, if you are in a new city for a day and you see a lot of people going
to a restaurant, you might join the queue even if you heard that the one down the
street is better. Most people can eat only one dinner. It can be rational to disregard
your information and follow the behavior of others. This is referred to as social
learning.25

As are people in general, analysts are social learners, which may explain the
finding that analysts’ forecasts are biased. In one recent theoretical model, analysts
with lower ability release forecasts that do not completely reflect their private infor-
mation.26 In this model, when analysts of high and low ability release forecasts si-
multaneously, the forecasts of low ability analysts are less extreme than their
private information suggests. When analysts release forecasts sequentially, analysts
of low ability ignore their private information and mimic the behavior of others.
With either simultaneous or sequential forecast release, analysts of low ability
block private information to favorably affect investors’ assessment of their ability.
Analysts with low ability want to be perceived as high ability. This is a case of ra-
tional herding.

As discussed in Chapter 8, while much of the empirical evidence is consistent
with herding among analysts, still other evidence suggests that analysts sometimes
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anti-herd (when, for career concerns, they desire to stick out). In the next section,
we turn to Enron. As will be seen, directors and analysts played a leading role in
this debacle.

12.4 ENRON

The bankruptcy of Enron was the largest U.S. bankruptcy at the time, now second
only to the failure of Worldcom. In Chapter 9 we discussed how overconfidence
can have significant deleterious effects on decision-making. The leaders of the
Enron Corporation were known for their hubris and perhaps unparalleled arro-
gance. Certainly the executives of the firm are culpable, but what about the other
players? In this section, we will consider how social forces may have influenced
the behavior of the board of directors and financial analysts. First, we provide
some background on the company.27

THE PERFORMANCE AND BUSINESS OF ENRON

Enron was formed in 1985 by Kenneth Lay through the merger of natural gas
pipeline companies. Around that time, the natural gas market was deregulated and
with its large pipeline network, Enron benefited. In order to continue along a
growth path, the firm diversified into natural gas trading and later applied its trad-
ing model to other markets. The model allowed buyers and sellers of energy to
manage risks and appeared to be phenomenally successful. Few seemed to ask
questions or probe into the transactions fueling the firm’s growth.

At its peak in 2000, Enron stock traded at $90.75 per share. At the time of the
firm’s bankruptcy filing at the end of 2001, the stock was worth $0.25. Share-
holders faced massive losses. Employees, many of whom had invested heavily in
Enron stock in their retirement accounts, were devastated.

Enron’s stock price experience from 1990 through 2001, compared to the S&P
500 stock index, is shown in Figure 12.1. To promote comparison, the S&P 500
index value is divided by 10 in the figure. The figure does not seem to suggest that
Enron’s price experience prior to 2001 was particularly out of the ordinary. The
market as a whole was bullish, though, as we will discuss in Chapter 14, this bull-
ishness seems, at least in retrospect, to have been unwarranted.

Other measures of performance might have tipped investors off that something
was out of the ordinary for Enron. In addition to the stock price, a commonly re-
ported performance measure is the price-to-earnings (P/E) ratio. Figure 12.2 shows
Enron’s P/E, compared to the P/E for the S&P 500. At the end of 2000, Enron’s
P/E ratio was a whopping 68. Even the P/E for the S&P was quite high at 37, but
still paled in comparison to Enron’s. Clearly, investors were willing to pay a high
price per dollar of current earnings to acquire Enron’s stock. Was this because the
future prospects of the firm were outstanding? Or, was it because of the way they
chose to manage earnings and report financial information? Transparency in re-
porting is very important if markets are to properly evaluate the prospects of a
firm. The evidence suggests that Enron’s management engaged in numerous ques-
tionable accounting practices. We will describe two of these questionable practices
to illustrate how investors were duped.
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Enron created literally hundreds of special purpose entities (SPEs). Some were
used to hide foreign income from U.S. taxation and others to hide huge amounts
of debt financing. An SPE is basically a shell created by a sponsor (Enron) and

FIGURE 12.2 Enron’s Price-to-Earnings Ratio in Comparison to that of the S&P 500
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FIGURE 12.1 Enron’s Stock Performance in Comparison to the S&P 500
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financed by independent third parties. Under current accounting rules, Enron was
not required to consolidate their financial statements as long as an independent
party had an equity stake of 3% of the SPE’s assets. Enron used large amounts of
debt to finance the activities of the SPEs, and their principal asset was Enron stock.
When the stock price was increasing, all seemed fine. But, notice that shareholders
may not have understood that Enron had taken on huge amounts of debt. When
the stock price fell, the assets of the SPEs could not cover the debt, and Enron was
then forced to take over the debt.

The structure of an SPE is really quite complicated. Consider this simplified ex-
ample to better understand the game executives were playing.28 Suppose that you
bought a sports car and your spouse was not happy about it. Not only is driving
the car risky because it is so fast, but it is also a money pit. There always seems to
be something wrong with it. To make your spouse happy, you tell her you sold it to
your friend John for $60,000, twice what you paid for it. You convinced John that
the car was a great buy and John has never really been known to make good finan-
cial decisions. Somehow you forget to mention to your spouse the fact that you lent
John the $60,000 to buy the car. Unless by some miracle the car increases in value,
you are probably going to be forced to cover a big loss. Think of your spouse as a
shareholder. Do you think she/he would be happy about this business decision if all
the details were transparent? Notice that most would agree that your omission of in-
formation was not exactly the right thing to do, but you did not lie or break any law.

Another noteworthy practice followed at Enron involves fair value accounting.
With mark-to-market accounting, the value of a position is fairly easy to estimate if
market values are observable. In some cases, asset values could be based on a
model when market valuations are not available. Of course all models need inputs
and though managers are expected to make reasonable estimates, it seems that En-
ron executives picked those that painted the rosiest picture. For example, when the
firm entered into a long-term contract, the present value of future cash flows was
estimated and recognized as current revenues.

A deal with Blockbuster Video provides an illustration. On July 19, 2000, En-
ron and Blockbuster announced that they had entered into a 20-year agreement to
deliver video on demand (VOD) through the Enron Intelligent Network. They set
their goals quite high. Their announcement indicated that they would introduce en-
tertainment on demand in multiple U.S. markets by the end of the year, later ex-
panding domestically and internationally. Enron recognized $110 million in profits
even though there were serious concerns about the potential of the project. Interest-
ingly, Blockbuster did not recognize any profits from the deal. In March 2001, the
agreement between Blockbuster and Enron was officially terminated. In October
2001, Enron had to reverse the profits it had taken earlier.

Ex post, it seems easy to see that the financial reporting of Enron was ques-
tionable, to say the least. Why didn’t the directors or professional financial analysts
following the firm notice?

THE DIRECTORS

The directors of Enron seemed to rubber-stamp anything management brought be-
fore them. They were a highly paid group. In 2000, their average compensation for
serving on the board was $380,000, among the highest in the U.S.29 Did the Enron
board monitor or strive to please management?
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What could have gone wrong with the board? Earlier in the chapter we argued
that a majority of board members should be outsiders. Along with the two CEOs
of Enron during this time, 15 external directors served. We know that these exter-
nal board members had much experience and significant expertise and though they
were classified as external, we do not know for sure that they were truly indepen-
dent. With this caveat, it appears that the standard that the board should have a
majority of outsiders was satisfied.30

Another feature of the board’s structure stands out. The board was relatively
large, and research suggests that in many cases small boards are better because the
directors are more involved. In hindsight, these board members did not seem to be
particularly involved or question information brought forth by executives. For ex-
ample, Enron’s audit committee, which included a subset of outside directors, once
met for only 85 minutes despite a long agenda that included many important
items.31

In the end, the directors did not get away without penalty. Their reputations
were tarnished and, perhaps, can never be reclaimed. In 2005, 10 of the directors
agreed to a settlement in litigation brought by shareholders.32 Though board mem-
bers are normally protected by insurance paid for by the firm, in this case they ac-
tually had to pay $13 million out of their own pockets. As outsiders ourselves to
the board room, it is difficult to assess the extent to which self-interest, loyalty,
and groupthink affected directors’ behavior, but it certainly seems likely that these
behavioral forces played a role. It is a challenge for future research to isolate and
measure the impact of these effects on decision-making.

THE ANALYSTS

Should analysts have warned investors of the problems at Enron? During the time
leading up to Enron’s bankruptcy, analysts continued to be optimistic about the
firm. They either accepted managerial projections, or they did not question them.
In fact, even after the SEC began inquiring about conflicts of interest at Enron, the
average analyst recommendation was buy or 1.9, where 1 = strong buy and 5 =
strong sell.33 Though we cannot directly test this, the evidence is consistent with
conflicts of interest among analysts. They may have been optimistic because of the
large investment banking fees generated by Enron. Even analysts that were em-
ployed with an investment banking firm that did not currently do business with En-
ron would have been subject to these conflicts of interest because there was always
concern about future business relationships. In addition, analysts would have
wanted to keep open the channels of information with management.

Since the dot-com boom of the 1990s, sell-side analysts have received a great
deal of attention. The SEC implemented Regulation Fair Disclosure (Reg FD) in an
attempt to thwart selective disclosure by publicly traded firms to large investors.
According to the regulation, firms must disclose material information to all inves-
tors, large and small, simultaneously. Later in 2002, the Sarbanes-Oxley Act
(SOX) was signed in response to corporate scandals such as the Enron bankruptcy.
Included in SOX was a requirement that walls be established between analysts in
research and a firm’s investment banking arm. The goal was to promote increased
public confidence in the research reported by analysts.
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OTHER PLAYERS IN ENRON’S DOWNFALL

The directors and analysts are not the only players who have received blame in the
fall of Enron. In the mania of the dot-com run-up in stock prices, investors seemed
to focus entirely on short-term gains. Executives seemed also to care a great deal
about the short run, possibly because a significant amount of their compensation
package was in terms of stock options. As we will discuss in Chapter 15, if inves-
tors are irrational, managers may be in a position to benefit from temporary gains
in stock prices and can pursue actions that cater to the desires of such investors.

In addition, Enron’s auditor, Arthur Anderson, too readily accepted Enron’s
business model and method of accounting. The financial transactions were quite
complicated, but even so, it is an auditor’s responsibility to gain the necessary level
of expertise and exercise skepticism. Perhaps Anderson’s partners were blinded by
the huge fees earned.34 In 2000, Anderson earned $25 million in audit fees and
$27 million in consulting fees from Enron.35 In 2002, Anderson officials were
found guilty of obstructing justice based on its shredding of Enron documents,
and the firm voluntarily gave up its licenses to practice accounting. Despite the
fact that the Supreme Court overturned the conviction of Anderson in 2005, the
firm is highly unlikely to become a viable entity.

ORGANIZATIONAL CULTURE AND PERSONAL IDENTITY

Everyone loved Enron, including its employees, the investors, board members, and ana-
lysts.36 Even as losses mounted, many analysts and investors remained optimistic about
the firm. Consider the following newspaper account published in October 2001:37

CSFB’s Mr. [Curt Launer] also has been a longtime defender of the company,
occasionally issuing research reports to rebut critical stories about Enron in the
financial press. On Monday, he wrote that he expects questions about Enron’s
partnerships and accounting disclosure to continue, but that he remains “con-
fident in the business and operating growth prospects for [Enron] and an ulti-
mate recovery in the share price.”

In recent years, Wall Street researchers have been overwhelmingly—critics
would say blindly—enthusiastic about Enron, even as they acknowledge not
understanding the complex financial transactions that accounted for its soaring
profits. Now, Enron is reporting steep losses from some of its most compli-
cated transactions, which many on Wall Street still can’t figure out.

The firm had a unique corporate culture. Employees of Enron were very loyal to
the firm. They thought their firm was invincible. Earlier in this chapter we dis-
cussed the perils of loyalty. Loyalty to an organization can be even more dangerous
than loyalty to a person. According to Milgram:

Each individual possesses a conscience which to a greater or lesser degree serves
to restrain the unimpeded flow of impulses destructive to others. But when he
merges his person into an organizational structure, a new creature replaces au-
tonomous man, unhindered by the limitation of individual morality, freed of
human inhibition, mindful only of the sanctions of authority.38
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One crucial lesson exemplified by the fall of Enron is that it is important for any
person in any organization to keep a separate identity. Whether a member of a
board, an analyst providing information about a firm, an employee, or a stock-
holder, it is important to take a step back and make an independent evaluation of
the situation at hand to avoid being pulled by social forces.

CHAPTER HIGHLIGHTS

1. A corporation’s board of directors serves as an internal monitor, advising ex-
ecutives and providing discipline to managers.

2. A smaller board with a majority of outside directors is thought to perform
decision-making tasks more efficiently.

3. Problems can arise when board members are self-interested or fall prey to
misplaced loyalty.

4. Financial analysts are important players in our financial markets because they
are information intermediaries.

5. Financial analysts can be affected by conflicts of interest in that what is in
their best interest may not be best for investors.

6. The bankruptcy of Enron illustrates some of the social forces that are impor-
tant in understanding the scandalous downfall of a large American
corporation.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Obedience and loyalty
b. Little white lies and cooperation
c. Herding and social learning
d. Outside director and independent board

member

2. Discuss the merits of the following state-
ment: Inside directors should constitute the
majority of a corporate board because insi-
ders have superior understanding of the
firm’s business operations.

3. Your firm, which specializes in complex elec-
tronic products, has grown rapidly and you
are now incorporating. Even after incorpo-
ration, a large percentage of the stock will
be held by the founders, including you.
Your colleague recommends a large corpo-
rate board made up exclusively of outsiders.

She is very concerned about the sensational-
ized corporate scandals in recent years. Do
you agree with her recommendation?
Explain.

4. Describe the three types of professional fi-
nancial analysts and identify actual firms
that employ each type.

5. The largest U.S. bankruptcy occurred in
2002 with the fall of Worldcom, Inc. Its out-
side directors paid out of their own pockets
to settle securities lawsuits, as did Enron di-
rectors. While the Worldcom directors may
not have played an active role in the flagrant
accounting fraud, they were criticized for
other choices they made. Research the events
surrounding Worldcom and the role played
by its board. What do you think their biggest
mistakes were?
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13BEHAVIORAL

EXPLANATIONS FOR
ANOMALIES

13.1 INTRODUCTION

In Chapter 4, we reviewed some key anomalies. Recall that anomalies are defined
as empirical results that, unless adequately explained, seem to run counter to mar-
ket efficiency. These key anomalies reviewed were: 1) the small-firm effect; 2)
lagged reactions to earnings announcements; 3) value versus growth; and 4) mo-
mentum and reversal. In this chapter we discuss possible explanations for the last
three anomalies. The small-firm effect is not usually attributed to behavioral fac-
tors. Yet, it is included in the group of key anomalies because it plays a central
role in the Fama-French three-factor model, which has become a conventional
risk-adjustment technique.

We begin, in Section 13.2, with a discussion of lagged earnings announcements
and of the tendency for value to outperform growth. In Section 13.3, we turn to
momentum and reversal. Three alternative behavioral models for momentum and/
or reversal are sketched out. As discussed in Chapter 4, tests of market efficiency
are by their very nature joint hypothesis tests, with rejection implying either ineffi-
ciency or an inappropriate risk-adjustment method (or perhaps both). With this
perspective in mind, in Section 13.4, we consider whether appropriate risk adjust-
ment can account for apparent anomalies.

13.2 EARNINGS ANNOUNCEMENTS AND VALUE VS. GROWTH

WHAT IS BEHIND LAGGED REACTIONS TO EARNINGS ANNOUNCEMENTS?

Recall that extreme earnings announcements, whether very positive or very nega-
tive, are only incompletely reflected in prices, leading to a period of delayed reac-
tion. What may partly explain this evidence of post-announcement drift is that it
seems that both analysts and investors anchor on recent earnings, implying that
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they underreact to new information. For example, Value Line analysts’ quarterly
earnings forecast errors (or surprises) are positively correlated over the first three
lags, which means they predictably have the same sign because of underreaction.1

Consistent with a behavioral explanation is evidence showing that among investors
it is primarily small (unsophisticated) traders who exhibit the type of behavior that
leads to post-earnings announcement drift.2

Concurrent with underreaction in the short term may be overreaction in the
long term. One common measure of expected earnings growth is the P/E ratio,
with high P/Es reflecting a perception of high future growth and low P/Es reflecting
a perception of low future growth. P/Es in the United States at the end of 1999
were quite dispersed, with a 10th percentile of 7.4 and a 90th percentile of 53.9.3

Similar disparity existed at the same time among analysts, with their forecasts of
five-year earnings growth rates having a 10th to 90th percentile range of 8.9% to
40%. Yet, the evidence is that few firms grow rapidly for long periods and mean
reversion is the order of the day.4

Aside from being too dispersed, analysts’ forecasts also tend to be too optimistic.5

While earlier we discussed psychological reasons for optimism, there are also
agency explanations. Prior to Regulation FD (Fair Disclosure), the management of
companies had some discretion in the process of information flow, and sometimes
favored analysts would get information sooner.6 In this environment, it may have
been optimal (in the sense of minimizing expected squared error of forecasts) for
analysts to issue biased forecasts while at the same time receiving preferential infor-
mation.7 Also suggestive of an agency motivation is the finding that analysts are
more likely to weight information optimistically if their firms are about to under-
write for the rated firms.8

WHAT IS BEHIND THE VALUE ADVANTAGE?

As we have seen, historically value stocks have outperformed growth stocks. Aside
from risk considerations (to which we will turn later in the chapter), Josef Lako-
nishok, Andrei Shleifer, and Robert Vishny speculated on potential reasons for the
value advantage.9 They suggest four reasons why retail and institutional investors
may become too excited about glamour (or growth) stocks versus value stocks.
The first two reasons are mistakes in judgment, and one might guess that individ-
ual investors are more prone to committing them than are institutional investors:

1. They are committing judgment errors in extrapolating past growth rates too
far into the future, and are thus surprised when value stocks shine and glam-
our stocks disappoint. This is the so-called expectational error hypothesis.

2. Because of representativeness, investors may assume that good companies are
good investments.10

The next two reasons are due to agency considerations. They both suggest
that, while institutional investors may know better, because of career concerns,
they may avoid value stocks:

3. Because sponsors view companies with steady earnings and buoyant growth as
prudent investments, so as to appear to be following their fiduciary obligation
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to act prudently, institutional investors may shy away from hard-to-defend
out-of-favor value stocks.11

4. Because of career concerns, institutional investors, who are evaluated over
short horizons, may be nervous about tilting too far in any direction, thus in-
curring tracking error. A value strategy would require such a tilt and may take
some time to pay off, so it is in this sense risky.

While likely all the above are contributing factors, most attention has been ac-
corded to the first, the expectational error hypothesis. Looking at it from the per-
spective of growth stocks, the intuition is that markets have overreacted to good
news (perhaps after first underreacting to it). While prices have logically risen in re-
sponse to the good news, they have gone too far (relative to fundamentals), and
thus must fall back down to some extent. This leads to weak returns from growth
stocks going forward. From the perspective of value stocks that have witnessed
price declines after bad news, prices have fallen too far, and thus must rise back
up. This leads to strong returns from growth stocks in the future.

Circumstantial evidence has been provided in support of the value advantage
being an anomaly, in general, and in support of the expectational error hypothesis,
in particular. For example, when portfolios are formed merely on the basis of ana-
lysts’ earnings growth estimates, those portfolios with high growth estimates sub-
stantially underperform those with low growth estimates.12 Further, high expected
growth stocks experience returns around earnings-announcement (three-day) win-
dows well below those of low expected growth stocks. Viewed another way, stocks
ranked by book-to-market value (B/P) also have predictable returns around earn-
ings announcement windows.13 More specifically, the highest B/P decile outper-
forms the lowest B/P during subsequent earnings-announcement windows for a
number of years after portfolio formation. While the value-growth return gap dissi-
pates somewhat, it is still significant in both an economic and statistical sense five
years on.

Further, if we presume that insiders have better information than outsiders, it
is revealing that insider buying frequency tends to rise as stocks increasingly move
into the value territory.14 One reason why opportunities are not easily eliminated is
because of noise trader risk, namely the risk that mispricing could get worse.15 In
this regard, consistent with a behavioral explanation for the value advantage is the
fact that the B/P effect is greater for stocks that have higher volatility (and thus a
higher probability that mispricing could get worse).16 The same research finds that
stocks with lower investor sophistication also have a stronger B/P effect.

13.3 WHAT IS BEHIND MOMENTUM AND REVERSAL?

Recall the existence of intermediate-term momentum and long-term reversal. Put-
ting these results together suggests that investors first underreact and then over-
react. In essence we have a combination of the underreaction seen in the earnings
announcement literature and the overreaction requiring reversal that we see in the
value literature. In the next section of the chapter, several alternative behavioral
models that account for momentum and reversal are presented.
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The first model, formulated by Kent Daniel, David Hirshleifer, and Avanidhar
Subrahmanyam, in its simplest form explains reversal by incorporating overconfi-
dence.17 The second, by Mark Grinblatt and Bing Han, explains momentum using
prospect theory, mental accounting, and the disposition effect.18 And the third, by
Nicholas Barberis, Andrei Shleifer, and Robert Vishny, which accounts for both
momentum and reversal, is based on the anchoring and representativeness
heuristics.19

DANIEL-HIRSHLEIFER-SUBRAHMANYAM MODEL AND EXPLAINING REVERSAL

The Daniel-Hirshleifer-Subrahmanyam model (hereafter DHS) is based on overcon-
fident investors overestimating the precision of their own private signals. This leads
to negative serial correlation in prices, or reversal. Here we present a scaled-down
version of their simplest model.20 Consider a world where one class of traders, as-
sumed to be risk neutral, is informed in the sense that it generates its own informa-
tion about the value of a security. These traders, however, are overconfident about
the accuracy of this information. In this model there may also be traders who are
unbiased. If so, they are price-takers.

Suppose we begin in equilibrium at t = 0; at t = 1 a private noisy signal appears
(one can assume informed investors undertake some analysis generating some im-
perfect insights on the true value of the security); and at t = 2 the true value of the
security is revealed. Formally, the private signal at t = 1 is:

13.1 s1 = θ + ε

where θ is a mean-zero random variable with variance σ2θ that represents the
change in the true value of the security. It is observed imperfectly because of a
mean-zero noise term with variance σ2ε . Overconfidence is a factor because in-
formed traders exaggerate in their own minds the accuracy of their private signal,
using σ2C instead of σ2ε , where σ2C < σ2ε . Given the risk neutrality of the informed tra-
ders, the price at t = 1 settles at the expected value of θ conditional on s1. At t = 2,
the price reaches the true value of the security.

Consider the price at t = 1. The challenge is to separate the information from
the noise. Intuitively, if σ2ε is low relative to σ2θ , it will be rational to believe that
the signal is primarily the true change in value. On the other hand, if σ2ε is high
relative to σ2θ , it will be rational to believe that the signal is primarily noise. In
the former case, it will be rational to alter valuations almost as much as s1. In
the latter case, prices should not move much. More formally, it can be shown
that:

13.2 p1 =
σ2θ

σ2θ + σ2ε
� � ðθ + εÞ

where p1 is the value of the security at t = 1. Overconfident investors, on the other
hand, believe that their error is less than is objectively the case. For this reason,
their perception of value at t = 1 is:

222 CHAPTER 13



13.3 p1 =
σ2θ

σ2θ + σ2C
� � ðθ + εÞ

Since σ2ε > σ2C, prices are more influenced by the signal than is rational.
An example, illustrated in Figure 13.1, shows what this means for prices. Sup-

pose that θ ¼ 2; σ2θ ¼ σ2ε ¼ 1;  and σ2C ¼ 0:5. We will consider two cases: ε = 2.5
(Case 1) and ε = 1.5 (Case 2). The solid lines show price paths assuming that over-
confident traders drive prices. The broken lines shows price paths assuming no
overconfidence.

Begin with Case 1. Even the rational price goes to $2.25—a little above its
equilibrium value. The reason is that, since σ2θ ¼ σ2ε , it is logical, according to
13.2, to believe that half of the signal (s1/2 = (2 + 2.5)/2 = 2.25) is true informa-
tion. The overconfident investors, however, believe that an even greater proportion
of s1 is information and push up prices even higher, to $3. Consider Case 2. Now
the rational price goes to $1.75—a little below its equilibrium value. The reader
will notice that when half of the signal is true information and half error, as will
be true on average, the rational price will immediately go to equilibrium. Overreac-
tion again occurs for the overconfident investors under Case 2. They will push
prices up to $2.33. While given a low enough error relative to the information
even the overconfident investors will set prices below equilibrium, on average, they
will overreact, necessitating reversal.

The DHS model offers a number of testable implications. For example, man-
agers should issue shares when they believe their stocks to be undervalued, and
buy them back when they believe them to be undervalued. Indeed, as will be seen
in Chapter 15, the evidence points in this direction.

FIGURE 13.1 Simulation Based on DHS Model
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GRINBLATT-HAN MODEL AND EXPLAINING MOMENTUM

As stated before, the Grinblatt-Han model (hereafter GH), is based on prospect
theory, mental accounting, and the disposition effect. In brief, the tendency for
winners/losers to be sold too quickly/slowly suggests a delayed reaction to good/
bad news, because reference-point-influenced investors have demand curves that
reflect recent performance.

To motivate their model, refer to Figure 13.2, which displays a standard pros-
pect theory value function. Recall the concavity of the function in the gains domain
(consistent with risk aversion), convexity in the losses domain (consistent with risk
seeking), and the kink at the reference point. Further, recall the integration versus
segregation discussion, which is related to mental accounting and closing accounts.
Let’s suppose that investors segregate gambles on different securities (which means
they don’t think in portfolio terms, instead looking at securities one at a time), but
they integrate gambles on the same security (which means their reference point,
most logically the purchase price of the security, only slowly changes). So if a secu-
rity has made money from the original date of purchase, it moves up along the
prospect theory value function (to points C and D), while, if a security has lost
money, it moves down along the same function (to A and B). The argument is
that the farther you are away from the risk-seeking domain, the less a particular
gamble is likely to enter this domain, so risk aversion is higher for gambles begin-
ning at D versus C, or C versus B, or B versus A. This suggests that demand will be
greater for securities that have suffered capital losses (the higher the loss, the
greater the demand), and lower for securities that have experienced gains (with
higher gains leading to lower demands). This is one potential explanation behind
the disposition effect, and is a key element of the GH model.

FIGURE 13.2 Prospect Theory Value Function and Disposition Effect
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Consider the (intrinsic) value (ft) of a security in the GH model. It follows a random
walk, only changing as relevant news (εt) arrives:

13.4 ft+1 = ft + εt+1

Demand comes from two groups of investors: rational investors (R) and those who
are influenced by prospect theory and mental accounting (PT/MA). The first group
has the following demand function:

13.5 DðRÞt = 1 + bðft − ptÞ

where D(R)t is demand coming from rational investors at t; and pt is the share
price at t. Note that b > 0 reflects the slope of the rational demand curve.
To the extent that value exceeds price, rational investors will demand more
units.21 PT/MA investors account for the second component of overall market
demand:

13.6 DðPT=MAÞt = 1 + bðft − ptÞ + λðreft − ptÞ

where D(PT/MA)t is demand at t arising from those investors who are influenced
by prospect theory and mental accounting. Here, reft is the reference point and
λ (>0) denotes the relative importance of the capital gain component to PT/MA in-
vestors. Note that, if reft > pt, demand is higher since the price is in the risk-seeking
domain. If PT/MA investors; are μ% of all investors; we aggregate demand over
the two groups; normalize supply at one unit; and clear the market; the resulting
equilibrium price is:

13.7 pt = wft + ð1 − wÞreft; w =
1

1 + μλ

To interpret, market price is a weighted average of value and the reference point.
Underreaction to news is clear. Say, beginning from a steady state (where
ft ¼ pt ¼ reft), positive news pushes up value. Price will react in the same direction,
but it will be held back somewhat by the reference point (which, as will be shown,
moves more slowly). Only over time will price reach the right level. Because this
takes time, we have momentum. Further, the more PT/MA investors there are
(higher μ), and the more important is the capital gain component to them
(higher λ), the more influential is the reference point and the greater is the
underreaction.

We need to think of the reference point as the average reference point for all
PT/MA investors. It will vary over time as trading occurs. For example, assume
that a particular PT/MA investor bought shares at $5 (so her reference point is
$5). The price now rises to $7 for a capital gain of $2, but her reference point re-
mains at $5. Suppose she needs cash and sells her shares to another PT/MA inves-
tor for $7. His reference point will be $7, which is his purchase price (not hers).
Therefore, over time because of trading, the reference point moves toward the

BEHAVIORAL EXPLANATIONS FOR ANOMALIES 225



market price. This enters the model in the following reference point adjustment
equation, where the speed of adjustment is v:

13.8 reft+1 = vpt + ð1 − vÞreft

Clearly v will be related to turnover.
An example might be instructive. Suppose we begin at t = 0 in a steady state

where ft = pt = reft = $1, and then extremely positive news (at t = 1) causes value
to double to $2. Letting μ = .5 and λ = 2, Figure 13.3 shows the evolution of prices
and reference points over the next 24 months (to t = 25). Price moves toward
value, but it does so gradually because PT/MA investors fixate on the reference
point, which moves more slowly. The reader will of course realize that real-world
securities never exhibit momentum as “clean” as in this example. The reason is
that new additional information (affecting ft) is often arriving.

It is straightforward to show that the expected return (Rt) at any point in time
is equal to:

13.9 EtðRt+1Þ = ð1 − wÞv pt − reft
pt

Note that we are assuming no dividends, so the expected return is entirely a capital
gain. Expected returns are high if v is high because rapid adjustment of the

FIGURE 13.3 Simulation Based on GH Model
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reference point means that price can move now as opposed to later. Low w (high μ

and high λ) also implies that prices will move more, because a low w suggests that
prices have farther to move. Most notably, we expect higher returns the greater is
the average investor’s unrealized capital gain ((pt − reft)/pt). In the figure, we see
this as the narrowing gap between pt and reft, which occurs at the same time that
positive returns taper off.22

It is important to note that Equation 13.9 does not relate future expected re-
turns to past returns (momentum) directly. Nevertheless, a stock’s unrealized capi-
tal gain is likely to be highly correlated with past returns, so standard momentum
is easily implied by the model. Yet, this capital gain should be a better predictor of
future returns than past returns. Indeed, Grinblatt and Han find this to be true: the
return-based momentum effect disappears once the PT/MA disposition effect is
controlled for. Still, one weakness of the GH model is that it only explains momen-
tum, not reversal. For this reason, we turn to the final model, which explains both
momentum and reversal.

BARBERIS-SHLEIFER-VISHNY MODEL AND EXPLAINING MOMENTUM AND REVERSAL

Recall in Chapter 5 where we told the story of the couple heading out for a picnic.
They were initially overly anchored in their belief that it was not going to rain, but
later, when new evidence (dark clouds) began to arrive, they changed tack and be-
came convinced that rain was at hand. Initially, they exhibited anchoring, while
later they were subject to the base rate underweighting variant of representative-
ness. The Barberis-Shleifer-Vishny model (hereafter BSV) is driven by the tendency
for individuals to be coarsely calibrated in the sense of this example, that is, to ei-
ther believe that things are black or white. Their model leads to a world where in-
vestors at first underreact, and then overreact to salient news. Or, one can say that
investors “overreact slowly.”23

There is evidence that earnings follow something very close to a random walk,
which is another way of saying that past earnings growth is not particularly helpful
in predicting future earnings growth.24 Suppose we assume that a random walk
holds for earnings (nt):

13.10 nt+1 = nt + εt+1

For simplicity, changes in earnings, εt+1 = nt+1 − nt; are assumed to be either +y or
−y, with equal probability. Investors, however, being coarsely calibrated, believe
that stocks switch between two regimes. Under regime 1, it is believed that earnings
mean-revert. This means that a positive/negative earnings change is likely to be fol-
lowed by a negative/positive earnings change in the next period. More formally,
given a positive/negative earnings change, there is a low probability (prL) of an-
other positive/negative earnings change in the next period. On the other hand, un-
der regime 2, given a positive/negative earnings change, there is a high probability
(prH) of another positive/negative earnings change in the next period. In other
words, it is believed that there is continuation in earnings. Note that prH > prL.
The model also requires probabilities of switching between perceived regimes. We
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assume that, given that we are in regime 1 (st = 1), there is a λ1 probability of
switching to regime 2; and, if we are in regime 2 (st = 2), there is a λ2 probability
of switching to regime 1. At all points in time, individuals must guess whether the
world is in regime 1 or 2. Their estimated probabilities will rise and fall as events un-
fold. A sequence of alternating changes (e.g., +y, −y, +y, −y) will lead people to be-
lieve that regime 1 is in effect, while a sequence of like earnings changes (e.g., +y,
+y, +y, +y; or −y, −y, −y, −y) will lead people to believe that regime 2 is in effect.

It can be shown that if earnings changes are the same at both t and t + 1, the
perceived probability that regime 1 is in place is the following function of the para-
meters of the model:

13.11 qt + 1 =
½ð1 − λ1Þqt + λ2ð1 − qtÞ�prL

½ð1 − λ1Þqt + λ2ð1 − qtÞ�prL + ½λ1qt + ð1 − λ2Þð1 − qtÞ�prH
It is possible to prove that qt+1 < qt. In other words, after continuation it is less
likely than before that we are in regime 1. If on the other hand the earnings
changes at both t and t + 1 have been different, then the perceived probability that
regime 1 is in place is:

13.12 qt + 1 =
½ð1 − λ1Þqt + λ2ð1 − qtÞ�ð1 − pr

L
Þ

½ð1 − λ1Þqt + λ2ð1 − qtÞ�ð1 − pr
L
Þ + ½λ1qt + ð1 − λ2Þð1 − qtÞ�ð1 − pr

H
Þ

This time it is possible to prove that qt+1 > qt. In other words, after reversal it is
more likely that we are in regime 1. To see how the model works in terms of the
revision over time of the probability that the world is in regime 1, refer to Figure
13.4. Here it is assumed that prH = 3/4; prL = 1/3; λ1 = 0.1; and λ2 = 0.3. Note
that qt rises after a sign switch, but falls after a sign continuation.

Turning to valuation, it is assumed that all earnings are returned to investors in
the form of dividends. Using a standard dividend discount model, value is:

13.13 pt =
Etdt+1

ð1 + RÞ1 +
Etdt+2

ð1 + RÞ2 +
Etdt+3

ð1 + RÞ3 + :::

where pt is the time-t price, dt is the time-t dividend and R is the discount rate. If in-
vestors correctly perceive a random walk, 13.13 is simply a perpetuity and reduces to:

13.14 pt = nt=R

It can be shown that the nature of investor beliefs about regimes and switching be-
tween them is such that the actual price will be:

13.15 pt = nt=R + ktεt

While the factor kt is a complicated function of qt, it can be shown that it is nega-
tive when qt is fairly high, which means that after a positive/negative earnings
change, while prices react in the right direction, they do not react enough—
underreaction. When qt reaches a low enough level, the second term is positive/neg-
ative after a positive/negative earnings change—overreaction. So we see that this
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model is capable of generating the sort of underreaction and overreaction that we
witness empirically.

The authors then go on to perform a simulation to see if the model is capable
of producing more precisely the sort of patterns that we observe in historical data.
Using the same parameters that were assumed earlier, artificial datasets of earnings
and prices for 2,000 firms over a six-year period were generated.25 What we need
to see is underreaction after news, followed by overreaction after a series of similar
news events. For each n-year period in the sample (n = 1, 2, 3, 4), portfolios are
formed of all firms with positive/negative earnings announcements over n consecu-
tive years. In Table 13.1 in the first numerical column, we show the differences be-
tween the positive earnings change and negative earnings change portfolios. The
results are as expected: initially prices continue to drift upward/downward, but
eventually they correct themselves.

Recall that the momentum and reversal results in the literature are in terms of
past returns, not in terms of the history of earnings. To see if the model was capa-
ble of explaining these results, the authors also simulate portfolio return differences
on the basis of past returns. Deciles are formed each year on the basis of returns. In
the second numerical column of Table 13.1, best and worst decile differences for

FIGURE 13.4 Simulation Based on BSV Model
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the following year are shown. As in previously cited momentum papers, we see per-
sistence when we condition on intermediate-term intervals (one and two years) and
reversal conditioning on longer-term intervals (three and four years).

The model was able to produce results consistent with the value versus growth
phenomenon as well. Since there were no accounting numbers for the simulated
firms (and hence no book values), the authors worked in terms of P/E ratios, which,
given the assumptions of the model, were the same as prices over dividends. Deciles
were also formed on P/E and the authors calculated the average difference in returns
going forward between the lowest P/E firms and the highest P/E firms. They found
this value to be 4.35%. Thus, by and large, the model was able to account for the
evidence on earnings drift, momentum, and reversal, and value versus growth.

13.4 RATIONAL EXPLANATIONS

One should not immediately declare that markets are inefficient because anomalies
have been detected. There are, in fact, a number of explanations that are perfectly
consistent with rationality and efficiency. We have already discussed data snoop-
ing, the likelihood that if one looks long enough, “the data will surrender.”26 Nev-
ertheless, the consistency of some anomalies, especially momentum and the value
premium, over different time periods and in different markets, weakens this criti-
cism considerably. Another possibility is that the methodology that has established
a particular anomaly is flawed, thus making the finding of inefficiency an illusion.
This debate is technical and won’t concern us here, but for the most part, the ma-
jor anomalies have withstood this particular criticism.27 The main attack is in the
form of inappropriate risk adjustments.

INAPPROPRIATE RISK ADJUSTMENT

As mentioned earlier, all tests of efficiency are by their very nature joint hypothesis
tests. In particular, the null hypothesis requires: 1) efficiency, and 2) a particular
model of risk adjustment. Early tests of market efficiency assumed that appropriate
risk adjustment only required the consideration of market or beta risk (as in
CAPM). Suppose that a particular study rejects market efficiency. The problem is
that a rejection of the null hypothesis is a rejection of the joint hypothesis. This
means that either markets are inefficient; we are using the wrong asset pricing

TABLE 13.1
SIMULATED RETURNS FROM EARNINGS AND RETURNS SORTS BASED

ON BSV MODEL

Holding Period Earnings Sort Returns Sort

1 year 0.0391 0.0280

2 years 0.0131 0.0102

3 years –0.0072 –0.0094

4 years –0.0309 –0.0181

Source: Reprinted from the Journal of Financial Economics, Vol 49, Issue 3, Barberis, N., A. Shleifer, and R. Vishny,
“A model of investor sentiment,” pp. 307–44, © September 1998. With permission from Elsevier.
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model (that is, we are assuming an incorrect risk-adjustment mechanism), or both.
Thus, rejection is never clear-cut, since we might just be ignoring additional com-
ponents of risk.

Consider the following gambling example. This example involves no pricing or
markets, but it does illustrate the joint-hypothesis problem. People go to play the
slot machines at a particular casino where the advertised “return” is −2%. This
means that for every $1 gambled, on average 98 cents will come back. No doubt
this is a poor investment, and most gamblers know this, but the non-pecuniary
side benefits (an outing with friends? dreams of wealth?) make it all worthwhile.
Of course most people are losing, but the occasional jackpot may seem to justify
the gamble. On this basis, the consensus belief of customers is that they will enter
the casino expecting to lose 2%. Suppose, in fact, the (true) average loss is higher,
5%. This is perhaps because the machines have been incorrectly set, or manage-
ment is acting fraudulently.

If a test of market efficiency were done, the hypothesis would likely be rejected.
The implicit “pricing model,” that the return is −2% (as advertised), would be in-
consistent with the observed loss of 5%. But suppose that over time people learn.
They learn from personal experience and talk to enough of their fellow players to
form fairly accurate views. On this basis, they adjust their expectations, in fact
coming to expect a 5% loss (regardless of what the management of the casino ad-
vertises). This “return” is still competitive with other casinos (the advertised return
of −2% would have been a great deal), and perhaps customers like the casino’s am-
bience, so most of the original customers continue to come. Then “markets” will
become efficient in that gamblers expect to lose 5%, and that is, in fact, what hap-
pens. This illustrates the possibility that deviations from efficiency can be
temporary.

But now a clever financial economist comes along and decides to see if casino
“markets” are efficient, and uses this particular casino’s payout experience as her
sample. She notices that the advertised “return” is −2% and decides this is the ap-
propriate benchmark. If her sample of payout experience is sufficiently large, she
will reject market efficiency. But the problem is not that markets are inefficient—
she has simply used the wrong model of equilibrium.

In a well-known paper published in 1992 that shook up the academic finance
community, Eugene Fama and Kenneth French found that, based on the latest
data (1963–1990), CAPM did not seem to be working any more.28 Recall that
CAPM says that only a security’s exposure to market risk, that is, its beta, should
be priced. Nothing else should have an impact on expected returns. And yet these
authors were able to conclude that:

In short, our tests do not support the most basic prediction of the … [CAPM]
model, that average stock returns are positively related to market betas.

They go on to say that the combination of size and book-to-market equity explains
stock returns during their sample. Then they argue:

If assets are priced rationally, our results suggest that stock risks are multi-
dimensional. One dimension of risk is proxied by size … Another dimension
of risk is proxied by … the ratio of the book value of common equity to its
market value.
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This is the crux of the matter. Statistical issues aside, anomalies either reflect inves-
tor error of some sort or inappropriate risk adjustment. In follow-up work, Fama
and French demonstrated that, if mimicking portfolios for size and book-
to-market are constructed, they do a good job, along with the excess market re-
turn, of explaining variation in stock returns. On this basis, they suggest (page
452) that “size and book-to-market equity proxy for risk factors in stock returns.”
The result of this is the well-known Fama-French three-factor model.

FAMA-FRENCH THREE-FACTOR MODEL

According to the Fama-French three-factor model, excess returns are calculated not
just after accounting for market risk, but also after adjusting for risk factors associ-
ated with size and book-to-market. If a particular stock or portfolio i has no excess
return, its alpha (αi) in the following regression will be zero:

13.16 Ri
t − Rf,t = αi + βi1ðRm,t − Rf,tÞ + βi2SMLt + βi3HMLt + εit

where the return on security or portfolio i at t is Ri
t, the risk-free rate at t is Rf ,t,

the market return at t is Rm,t, the size factor at t is SMLt, the book-to-market fac-
tor at t is HMLt, and the three sensitivities to the risk factors are βi1, β

i
2, and βi3.

29

This is a hotly debated model, with some arguing that it appropriately captures
known sources of risk, with others counteracting that it is contrived and is only
converting investor error into risk factors.30 The debate can become quite techni-
cal, and will not be resolved here. One issue is what underlies the second and third
Fama-French risk factors. Fama and French suggest that different aspects of so-
called “distress risk” are being captured. But, these distressed stocks do not per-
form appreciably worse in bad times.31 In any case, even those who believe that
irrationality rather than rationality is behind the risk factors often find the Fama-
French three-factor model useful because it is a useful style-control technique in
the evaluation of professional investors. This is a topic that we will return to in
Chapter 19.

EXPLAINING MOMENTUM

The Fama-French three-factor model is not able to account for momentum, a point
that even Fama and French concede.32 But other risk-based explanations for mo-
mentum have been proposed. For example, some research relates momentum to
the business cycle and the state of the market, arguing that (non-diversifiable) mac-
roeconomic instruments account for a large portion of momentum profits.33 If in-
deed these are risk proxies, then a proper adjustment for risk would seriously
reduce the efficacy of trading on prior returns.34

Another recent rational justification for momentum argues that a simple time-
varying CAPM with beta uncertainty can contribute to an explanation of momen-
tum.35 When the market is doing well, investors, using Bayesian learning, will
revise upward the betas of stocks experiencing positive shocks, and revise down-
ward those of stocks that have negative shocks. So subsequent momentum “profit”
can be largely risk that has not been accounted for.
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TEMPORARY DEVIATIONS FROM EFFICIENCY AND THE ADAPTIVE MARKETS HYPOTHESIS

It is possible that markets are sometimes temporarily inefficient, but when a suffi-
cient number of arbitrageurs figure out how to capitalize on an inefficiency, mispri-
cing gradually disappears. Along these lines, as will be discussed in Chapter 19,
there is evidence that the small-firm effect has been declining. Josef Lakonishok,
Andrei Shleifer, and Robert Vishny, when in 1994 posing the question whether
the value advantage was likely to eventually disappear, wrote:36

Perhaps the recent move into disciplined quantitative investment strategies,
evaluated based only on performance and not on individual stock picks, will
increase the demand for value stocks and reduce the agency problems that
result in picking glamour stocks. Such sea changes rarely occur overnight,
however. The time-series and cross-country evidence support the idea that the
behavioral and institutional factors underlying the higher returns to value
stocks have been pervasive and enduring features of equity markets.

Indeed, shortly after these words were written, for a number of years growth dra-
matically outperformed value—before strongly rebounding at the beginning of the
millennium.37 The fact that the value advantage seems to be in great part behavior-
ally based, and people likely change slowly in this regard, allows one to argue that
value will have more staying power (than, for instance, the small-firm effect, which
does not have any obvious behavioral interpretation). These issues will be picked
up again in Chapter 19.

The rise and fall (followed by recurrences) of anomalies is consistent with the
adaptive markets hypothesis of Andrew Lo, who has recently suggested that this
cyclicality is to be expected in a world where markets are subject to evolutionary
forces.38 Opportunities that exist because of faulty heuristics and limits to arbitrage
may evaporate since with sufficient time and given the existence of competitive
forces, any counterproductive heuristic can be adapted for the current environment.
On the other hand, if some of those exploiting particular opportunities leave the
market, profitability may be rekindled as human nature reasserts itself.

CHAPTER HIGHLIGHTS

1. Post-announcement earnings drift appears to be driven by anchoring on the
part of investors and analysts.

2. The value premium is likely due to both behavioral and agency-related
institutional factors.

3. A number of theoretical models have been formulated to account for
momentum and reversal.

4. The DHS model explains reversal using overconfidence; the GH model
explains momentum using prospect theory, mental accounting, and the
disposition effect; and the BSV model accounts for both momentum and
reversal and is based on the anchoring and representativeness heuristics.

5. Much of the empirical evidence is consistent with the implications of these
models.
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6. Another view is that risk has been improperly accounted for in the research
that has identified these anomalies, and a proper treatment of risk will render
these anomalies as merely risk premiums.

7. The Fama-French three-factor model has value and small cap as risk factors
over and above market risk.

8. Under Fama-French, value is a risk factor, not an anomaly. Some have ques-
tioned whether greater exposure to the value factor really does entail addi-
tional risk.

9. Momentum is not credibly accounted for by any risk-adjustment technique.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Momentum and reversal
b. Mean-reversion and continuation sce-

narios in BSV model
c. Size factor and book-to-market factor
d. Risk-based and behavioral explanations

(for anomalies)

2. In the context of the BSV model, explain intui-
tively (nontechnically) why two consecutive
earnings changes in the same direction make
investors less likely to think that they are in
regime 1 (mean-reversion) versus the case of
two earnings changes in alternate directions.

3. In the chapter example of the DHS model, in
one of the two cases even rational investors
overreacted. This implies that overreaction is
rational. Comment.

4. Again using the DHS model, suppose that
θ = 1; σ2θ = 1; σ2ε = 2; σ2C = 1; and s1 = 2.
Describe and comment on the path of prices
when overconfident investors determine
prices versus the rational path of prices.

5. Momentum is the anomaly that gives those
subscribing to efficient markets the most
trouble. Explain.
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CHAPTER
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14DO BEHAVIORAL

FACTORS EXPLAIN STOCK
MARKET PUZZLES?

14.1 INTRODUCTION

In the previous chapter, we argued that behavioral considerations can contribute to
an understanding of certain anomalies in the pricing of individual stocks. There we
took a cross-sectional (or individual stock) approach. If we aggregate the market
values of all stocks in the market, we have the aggregate value of the stock market.
It turns out that, just as there are cross-sectional anomalies, there are also aggre-
gate stock market puzzles. In this chapter, we consider whether behavioral factors
can help us account for these puzzles.

The focus will be on three puzzles: the equity premium puzzle; bubbles; and ex-
cessive volatility. We begin in Section 14.2 with the equity premium puzzle, namely
the observation that, while equities are riskier than fixed-income securities and as a
result should earn higher average returns in compensation for the additional risk
borne, it is apparent that the historical gap between stock and bond returns is im-
plausibly high from the standpoint of expected utility theory. Next we turn to over-
valuation and bubbles, beginning in Section 14.3 with two famous overvaluation
episodes, the tulip mania, which occurred in Europe close to 400 years ago, and
the tech/Internet bubble that occurred in world stock markets in the late 1990s.
Focusing on the United States, while the entire stock market likely deviated far
from valuations based on economic fundamentals, much of the overvaluation was
concentrated in tech and Internet stocks. One problem with looking at real-world
data is that it is always difficult to categorically say that an episode of overvalua-
tion is occurring. Because of the ability to carefully control the environment, exper-
imental asset markets, as reported in Section 14.4, provide insight into the
conditions under which asset price bubbles are generated. In Section 14.5, we con-
sider whether behavioral finance can contribute to an understanding of overvalua-
tion episodes, including asset price bubbles. Finally, in Section 14.6, we turn to the

237



puzzle that stock market prices seem to exhibit too much volatility. This has long
been a contentious point, but as of early 2009 has taken on even greater resonance
as amazingly high levels of volatility have been observed along with dramatic de-
clines in asset values. The chapter concludes, in Section 14.7, with a tentative inter-
pretation of events that roiled markets in 2008.

14.2 THE EQUITY PREMIUM PUZZLE

THE EQUITY PREMIUM

Much research has examined the equity premium puzzle, which was forcefully
brought to light by Rajinish Mehra and Edward Prescott.1 The equity premium is
defined to be the gap between the expected return on the aggregate stock market
and a portfolio of fixed-income securities. Since no one can easily observe expected
returns, we approximate the equity premium using historical average returns. On
this basis, the equity premium can be calculated in a number of ways: it depends
on whether you use arithmetic versus geometric average returns, the sample you
employ, and what your market and fixed-income proxies are.2 There is no right an-
swer, so it is useful to calculate the equity premium in different ways.

Jeremy Siegel in his best-selling book Stocks for the Long Run provides a
wealth of data on the equity premium.3 What is very nice about his dataset is that
it goes all the way back to 1802. While the sample ends in 1997, given its long his-
tory, it is still quite useful today. Figure 14.1 asks the following question: If you be-
gan with $1 invested in a particular asset class and “let it ride,” how much would
you (or, more accurately, your heirs) have by 1997? The asset classes examined are
U.S. stocks, bonds, Treasury bills, and gold. Incredibly, your $1 investment in
stocks would have surpassed $7 million—not bad for the patient investor. Bonds
would be worth over $10,500 and T-bills over $3,500. Of course, $1 in 1802
bought a lot more than it does today. For reference purposes, the figure also shows
the rise in prices (as proxied by the Consumer Price Index, or CPI).

To control for price changes, Figure 14.2 restates Figure 14.1, but now all re-
turns are on a real (or constant-dollar) basis. Stocks are tamed to some extent, but
a $1 investment still grows to over $550,000, versus less than $1,000 for bonds
and bills, and (perhaps surprisingly to some) less than $1 for gold.

In Table 14.1, we convert everything into average (annual) returns. Real re-
turns are presented both for the full sample and for three roughly equal subperiods.
Beginning with stocks, the average returns on stocks have been fairly stable. Using
the more conservative geometric average measure, long-term averages have ranged
from 6.6% to 7.2%. The comparable numbers for bonds and bills have been
2%–4.8% and 0.6%–5.1%. If we choose the lowest full-sample equity premium,
it is 3.5% (stocks vs. bonds using the geometric average). For the most recent sub-
period, which begins in 1926, this same gap is 5.2%.

WHY IS THE EQUITY PREMIUM A PUZZLE?

Is the equity premium really a puzzle? Stocks after all are riskier, so they should
earn higher returns. The reason a puzzle exists is that, assuming expected utility
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theory applies, an implausibly high level of risk aversion would have to be assumed
to rationalize these numbers. This can be seen in a number of ways. First, Mehra
and Prescott argue that a reasonable level of risk aversion would lead to an equity
premium of 0.1%. Second, recalling from Chapter 1 the discussion of utility func-
tions and again using the popular logarithmic function, the coefficient of relative
risk aversion, one measure of distaste for risk, is 1.0.4 Higher numbers indicate
more risk aversion. The coefficient of relative risk aversion needed to justify the ob-
served equity premium would have to be a whopping 30 in order to explain
observed returns! Third, recalling prospects and certainty equivalents, consider the

FIGURE 14.1 The Future Value of an 1802 Dollar Invested in Different Asset Classes (in nominal terms)
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following prospect: P1(0.50, $50,000, $100,000). What certainty equivalent,
$x, would make someone indifferent between P1 and this certain amount of
money? For someone with a coefficient of relative risk aversion of 30, $x would
need to be $51,209.5 It seems unlikely that people are that afraid of risk.

WHAT CAN EXPLAIN THIS PUZZLE?

There is much debate on what accounts for observed equity premiums. Some ex-
planations are based on rationality, and some take a more behavioral approach.
As an example of the former, it has been suggested that survivorship bias may

FIGURE 14.2 The Future Value of an 1802 Dollar Invested in Different Asset Classes (in real terms)
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contribute to an understanding of the puzzle.6 To put this explanation into per-
spective, consider the following sports example. In golf tournaments, typically a
group of players shoots two rounds. All players in the group with the lowest cumu-
lative score (up to some predetermined number of players) continue on to play the
third and fourth rounds.7 The surviving player with the lowest four-round total
wins the tournament. Let’s say a statistician comes along and wants to estimate
the average performance of all golfers. He shows up at the end of the tournament
and calculates the average score per round of all surviving golfers. Clearly this
would be biased downward. As an illustration, we conducted the following simple
experiment. We simulated a hypothetical tournament with 100 players, using the
assumptions that all players have equal skill and there is independence among
rounds. The latter is tantamount to the non-existence of a “hot hand effect.” A
distributional mean of 71 and a standard deviation of 3 were assumed. Then, after
two rounds we took the top half (and ties) of all golfers and let them continue on
to play the last two rounds. The rest of the golfers did not make the cut. The aver-
age score per round for all surviving golfers was 70.1—about a stroke below the
distributional mean. In contrast, the average score over the first two rounds for all
100 golfers was 70.9—very close to the distributional mean. A researcher does not
want to make the mistake of only looking at survivors.

In the context of the equity premium puzzle, Stephen Brown, William Goetz-
mann, and Stephen Ross looked at performance histories of national stock markets
around the world.8 As of the beginning of the twentieth century, 36 national stock
markets existed. More than half of these, either due to wars or nationalizations,
have suffered at least one major break in trading. These events often result in very
large losses in wealth for investors. But if we only look at the roughly half of all
national markets with continuous trading histories, the golf example makes it clear
that the average market return will be upward-biased because of survivorship bias.

On the behavioral side, there are two main explanations. One is based on am-
biguity aversion. The equity premium puzzle suggests that required risk aversion is
simply too high to be credible. But what if people are both risk averse and ambigu-
ity averse? Not only do investors, naturally enough, not know what the random
draw from the return distribution will be, but they also do not know what the
distributional parameters themselves are. This is consistent with survey evidence

TABLE 14.1 AVERAGE REAL RETURNS (IN %) ON STOCKS, BONDS, AND BILLS

1802–1997 1802–1870 1871–1925 1926–1997

Stocks (Geometric) 7.0 7.0 6.6 7.2

Stocks (Arithmetic) 8.5 8.3 7.9 9.2

Bonds (Geometric) 3.5 4.8 3.7 2.0

Bonds (Arithmetic) 3.8 5.1 3.9 2.6

Bills (Geometric) 2.9 5.1 3.2 0.6

Bills (Arithmetic) 3.1 5.4 3.3 0.7

Source: Siegel, J. J. From “Average Real Returns (in %) on Stocks, Bonds and Bills,” in Stocks for the Long Run 2nd
Edition, 1998 (McGraw Hill, New York, New York), 1998. © 1998 by McGraw-Hill, Inc. All rights reserved. Repro-
duced by permission.
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showing wide disagreement on the level of the ex ante equity premium, which
means that we don’t know the mean of the return distribution.9 Under such cir-
cumstances, “effective risk aversion” increases.10 Assuming plausible values for
risk aversion and ambiguity aversion (or uncertainty aversion), an equity premium
in the neighborhood of 5% turns out to be quite reasonable.

A second behavioral explanation for the equity premium puzzle, as proposed
by Shlomo Benartzi and Richard Thaler, is based on loss aversion and mental ac-
counting.11 Recall that people who are loss averse feel losses much more than gains
of equivalent size. The two-part power function described in Chapter 3 is a popular
prospect theory value function. It is reproduced here, where v is value and z is
change in wealth:

14.1
υðzÞ  = zα  0 < α < 1 if z ≥ 0

−λð−zÞβ   λ > 1;  0 < β < 1 if z < 0

This function exhibits risk aversion in the positive domain (0 < α < 1), risk
seeking in the negative domain (0 < β < 1) and loss aversion (λ > 1). All we need,
however, for present purposes is loss aversion, so, if we set α = β = 1, we have the
following “kinked” linear function:

14.2
υðwÞ = z if z ≥ 0

λz λ > 1 if z < 0

This function says that people are risk neutral once they are away from the refer-
ence point. In the equation below we will assume λ = 2.5.12 Another complication
of prospect theory is the weighting function, but once again we can keep matters
simple and assume that, as in the case of expected utility, weights and probabilities
are equivalent.

Mental accounting is also assumed. Recall that mental accounting involves sep-
arating blocks of information into more manageable pieces. This concept is signifi-
cant because how people aggregate information has an effect on how the
information is evaluated. When people hold portfolios, it is natural that for a while
they do not monitor things too carefully. By this we mean that they do not pay too
much attention to precise losses or gains. For this reason, short-term market value
changes are effectively integrated. Periodically, however, people will look at their
portfolios more carefully. They will note whether they have made gains or losses.
At this point, in the parlance of mental accounting, they will “book their losses.”
In this sense, they are segregating the past from the future. Since people don’t like
losses, they are likely ex ante to avoid investments that have an uncomfortably
high probability of ending up in negative territory when it is time for portfolios to
be evaluated.

Consider the following prospect: P2(0.50, $200, -$100). Would someone with
the previous value function accept this prospect or prefer to do nothing? Think of
this prospect as an investment where one can make $200 or lose $100. In other
words, noting that the expected gain is $50, is the risk of the investment worth
the potential gain? On a one-shot basis, the answer is no, since, as shown in this
example, the value of this prospect is zero:

14.3 V(P2) = 0.50(200) + 0.50(2.5(−100)) = −25
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What if the prospect is allowed to be run twice before the investor carefully notes
the result? In other words, she integrates two prospects until she looks closely at
the result, at which point segregation occurs. In this case, this investor would take
two of these gambles. The possible outcomes after two gambles are $400 with a
probability 25%, $100 with a probability of 50%, and −$200 with a probability
of 25%. First note that two runs of P2 lead to: P3(0.25, .50; $400, $100, −$200).
In this straightforward extension of the previous prospect notation, the first two
numbers are probabilities that should be associated with the first two wealth out-
comes (to the right of the semicolon), while the residual probability should be asso-
ciated with the third wealth outcome. The value of P3 is:

14.4 V(P3) = 0.25(400) + 0.50(100) + .25(2.5(−200)) = 25

Note that now a loss is only half as likely (25% vs. 50%) to occur. While this per-
son remains loss averse, she is now more willing to take the risk of the investment
as long as she evaluates the outcomes two prospects at a time. This is tantamount
to looking at one’s portfolio every two periods.

Returning to the equity premium puzzle, Benartzi and Thaler argue that the
observed level of the equity premium follows from people being loss averse and
fairly frequently evaluating their wealth position. How frequently? It turns out
that the answer is in the neighborhood of one year, which is about how often
many people carefully look at their portfolios. Most people are investing for the
long term, for retirement. This implies losses are only truly losses if they exist as
of the end of the (long-term for most) horizon, but investors can’t help but look at
their portfolios earlier than the end of the horizon and they hate to see losses. In
essence, they are unwilling to accept the short-run variability of stock returns even
if this variability will not hurt them in the long run. This less-than-optimal behav-
ior is called myopic loss aversion. While Benartzi and Thaler cannot prove that my-
opic loss aversion explains the equity premium, there is evidence that people are
subject to it. For example, recent evidence suggests that professional traders at the
Chicago Board of Trade show signs of myopic loss aversion—to an even greater
extent than students!13

14.3 REAL-WORLD BUBBLES

Stock valuations sometimes seem to be completely disconnected from the forecasted
or observed performance of a corporation. In Chapter 12, we discussed the bank-
ruptcy of Enron in the context of the influences of social forces, particularly the
corporate board and financial analysts. Investors, through the high price they were
willing to pay for the company, also played a role in this episode. Enron was cer-
tainly not the only corporation that was overvalued during the 1990s. The Nasdaq
Composite Index, which is heavily weighted in technology firms, closed at 2,406.00
on March 10, 1999.14 One year later, on March 10, 2000, the index had more
than doubled, reaching a maximum of 5,048.62. Precipitous price declines fol-
lowed, with the index reaching a low point of 1,114.11 on October 9, 2002. Since
that time, the index has experienced periods of increase, but has yet to recross

DO BEHAVIORAL FACTORS EXPLAIN STOCK MARKET PUZZLES? 243



3,000. Most neutral observers would agree that many tech/Internet stocks were
egregiously overvalued in early 2000. If so, how could the market make such a big
mistake?

TULIP MANIA

The tech/Internet bubble is certainly not the first price bubble ever observed. A
bubble (or speculative bubble) is said to exist when high prices seem to be gener-
ated more by traders’ enthusiasm than by economic fundamentals. Notice that a
bubble must be defined ex post—at some point the bubble bursts and prices adjust
downward, sometimes very quickly. Interestingly, hindsight bias often kicks in.
Many investors can be heard saying that they knew it along, but then why did
they participate and, in some cases, lose vast sums of money?

Extreme prices that seem to be at odds with rational explanations have oc-
curred repeatedly throughout history. One of the most remarkable examples is the
tulip bubble, or tulip mania, of the 1630s. The tulip first appeared in Western Eur-
ope in the sixteenth century.15 First the wealthy, and then the middle class, became
quite avid about the tulip, and soon high prices were paid for rare tulip bulbs. Tu-
lip demand seemed to escalate each year, particularly in Holland and Germany. By
the 1630s, tulip markets sprang up in numerous cities with the sole purpose of fa-
cilitating tulip trade. Gambling and speculation seemed to be taking hold, and
many fortunes were made and then lost. Amazing stories of what goods people
were willing to trade for tulips have been recorded. For example, one person traded
everything on the following list for one rare tulip bulb:16

Note that the value of each item above is in florins, the currency of the Netherlands
until 2002 when the euro became the official currency.

This amount of goods seems like a great deal to trade for a single tulip bulb.
Was the tulip mania a speculative bubble? In hindsight, most would agree that
people acted irrationally. What were they thinking? We may never know for sure,

Two lasts of wheat17 448
Four lasts of rye 558

Four fat oxen 480

Eight fat swine 240

Twelve fat sheep 120

Two hogsheads of wine 70

Four tuns of beer18 32

Two tuns of butter 192

One thousand lbs. of cheese 120

A complete bed 100

A suit of clothes 80

A silver drinking cup 60

Total 2,500 florins

244 CHAPTER 14



but one popular explanation is that people bought tulips because they believed that
others would pay even more. According to the greater fool theory, you buy an as-
set that you realize is overvalued because you think there is a foolish individual out
there who will pay even more—maybe you are unwise, but there is a “greater fool”
somewhere. Thus, you might really know the tulip bulb is not worth anywhere
near 2,500 florins, but you think someone else will pay more to get it.

We should not assume irrationality too quickly. Perhaps there is another inter-
pretation for the tulip mania.19 Tulips come in many varieties and color patterns
and many are truly rare. Is a tulip fancier who pays a high price for a bulb any
more irrational that an art collector who pays millions of dollars for a painting?20

As odd as it might seem to us today, the high values associated with tulip bulbs
could have been rationally based on people’s preferences at that time in history.
The bubble bursting could have been due to a sudden change in preferences—
unlikely perhaps, but not impossible.

THE TECH/INTERNET BUBBLE

Let us return to the tech/Internet bubble. While technology and Internet stocks
were notorious for their excessive valuations, stocks across the board were caught
up in the excitement. It is now widely believed that the level of the U.S. stock mar-
ket by early 2000 reflected irrationality on the part of investors.21 Some of the
most persuasive evidence was provided before the correction by Robert Shiller. He
argued that “irrational exuberance” was a good way to describe the psychology of
the market in the late 1990s.22 This term was first used by Federal Reserve Chair-
man Alan Greenspan in a speech on December 5, 1996. Stock markets seemed to
drop in response to Greenspan’s remarks, perhaps because people thought the mar-
ket might be overvalued. The reaction was short-lived however: U.S. markets con-
tinued to rise, reaching a peak early in 2000.23

Figure 14.3 shows monthly real stock price and earnings experience in the United
States for January 1871 through August 2008 using the Standard and Poor’s 500
Composite Stock Price Index (S&P 500). The S&P 500, a widely followed bench-
mark for the U.S. market, is a stock basket that includes 500 large stocks weighted
by market capitalization. Nominal series are adjusted for inflation using the consumer
price index (CPI) because we want to control for the general level of price increase in
the economy. Before proceeding with our discussion, note the graph shows that a pre-
cipitous market decline in U.S. markets occurred in 2008. While some of this decline
is apparent in the figure, most of it occurred after August 2008. We will say more
about this late 2008 decline toward the end of the chapter.

The figure gives us a snapshot of how stock prices have moved over long peri-
ods of time. While on the surface price levels in the late 1990s were unprecedented,
it is important to control for earnings. A close look at Figure 14.3 shows a contem-
poraneous rise in earnings, but was it enough? To get a fix on this, we turn to Fig-
ure 14.4, which shows the S&P 500 price-to-earnings (P/E) ratio. This measure
gives us insight into how the market values stock because it tells us how much in-
vestors are willing to pay per dollar of earnings. Recall that in Chapter 12 we used
the P/E ratio to provide perspective on Enron’s stock price performance. We ob-
serve some notable peaks in the P/E ratio including a value of 32.6 in September
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of 1929. This was the high point of the 1920s bull market and was followed by a
startling decline in the market of over 80% by 1932. Also looking into the past,
two other notable peaks were 1901 and 1966. In each case, the market declined af-
ter the peaks. Nevertheless, the peak of 44.2 in December 1999 was unparalleled.

How could investors have believed in 1999 that they were paying reasonable
prices for stocks? Many argued it was a “new era” hailing the computer (especially
through the Internet) as a new source of impressive future earnings and efficiency

FIGURE 14.3 Real S&P 500 Stock Prices and Earnings
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FIGURE 14.4 Real S&P 500 Price-to-Earnings Ratio

50

45

40

35

30

25

20

15

10

5

0
1860 1880 

Pr
ic

e-
E

ar
ni

ng
s 

R
at

io
 

L
on

g-
T

er
m

 I
nt

er
es

t 
R

at
e 

Year 

1900 1920

Long-Term Interest Rate

Price-Earnings Ratio 

1901

1921

1929

1966

1981

2000

1940 1960 1980 2000 2020 

20

18

16

14

12

10

8

6

4

2

0

Source: Shiller, Robert. From “Figure 3: Real S&P 500 Stock Prices and Earnings,” in http://www.econ.yale.edu/*
shiller/data.htm © 2008 International Center for Finance at Yale School of Management. Reproduced by permission.

246 CHAPTER 14

http://www.econ.yale.edu/~shiller/data.htm
http://www.econ.yale.edu/~shiller/data.htm
http://www.econ.yale.edu/~shiller/data.htm
http://www.econ.yale.edu/~shiller/data.htm


gains. In Chapter 4 we discussed the effects that investor sentiment can have in
driving stock valuations. Though firms’ current earnings did not seem to be a valid
basis for high stock prices, investors thought that because of advances in technol-
ogy that came with the Internet, future earnings would grow at rapid rates. Shiller
argued that the Internet and the increased ease of trading generated by online and
24-hour trading were important factors in explaining the bubble.24

As always, we should be careful not to close the door on rationality too
quickly. One research paper published in 2000 concludes: “… depending on the
parameters chosen and given high enough growth rates of revenues, the value of
an Internet stock may be rational.”25 In other words, perhaps the “new era” view
was a credible one at the time.

Were Greenspan and Shiller the only observers who suspected overvaluation in
the late 1990s? Measuring investor confidence in the valuation of the market is a
tricky matter. Given our previous discussion of framing, it will not be surprising
to hear that how the question is asked will have a significant impact on how inves-
tors answer it. Since 1989, Shiller and The Investor Behavior Project at Yale Uni-
versity have conducted surveys to appraise investor attitudes.26 One question asks
the following:

Stock prices in the United States, when compared with measures of true fun-
damental value or sensible investment value, are:

[CIRCLE ONE NUMBER]

1. Too low. 2. Too high. 3. About right. 4. Do not know.

The confidence index is a percentage computed by dividing the number of re-
sponses of 1. or 3. (too low or about right) by the number who respond 1., 2., or
3. Confidence is measured for individual as well as institutional investors.

As Figure 14.5 illustrates, confidence in the market declined for both individual
and institutional investors from 1989 through 1999. Interestingly, the low point in
confidence occurred in 1999, with only 31% of individual investors and 29% of
institutional investors confident that the market was not overvalued. This means
that 69% (71%) of individual (institutional) investors thought that stock prices
were too high, so evidently many suspected overvaluation! The decline in confi-
dence was reversed after the peak in stock prices in early 2000, and confidence
soon returned to levels observed in the early 1990s. Though ups and downs in con-
fidence are reported, from about 2003 to mid-2008 confidence, both for indivi-
duals and institutions, has been fairly stable.

The evidence suggests that many people thought valuations were too high at
the end of the 1990s. Perhaps those who continued to buy at ever-increasing prices
believed in the greater fool theory. They were willing to pay more than they
thought a stock was worth because they believed someone else would pay an even
higher price. We now turn to the experimental finance literature that has identified
factors that are important in understanding why bubbles form.

14.4 EXPERIMENTAL BUBBLES MARKETS

Throughout this book we have discussed how the results of experiments have
changed the way many people think about financial decision-making. Experimental
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asset markets have provided new insights into how markets work. One of the most
perplexing findings from this research is the tendency of prices to rise far above
fundamental value and then later crash in a particular, simple market structure. In
this section, we describe these so-called experimental bubbles markets and review
the results of this large literature.

DESIGN OF BUBBLES MARKETS

The first study to report bubbles in experimental asset markets was published in
1988 by Vernon Smith, Gerry Suchanek, and Arlington Williams.27 What is most
surprising is that it was clear that bubbles were often being created in markets
where the experimental design was such that the intrinsic value of securities was
trivial to calculate at all points in time. This is of course totally unlike the real
world where we can never be sure about beliefs about asset characteristics. Since
then, many studies have duplicated these results and have gone on to investigate
factors that both mitigate and promote bubble formation.

In a typical bubbles market design, subjects trade an asset over a fixed number
of periods. The asset has a common dividend that is earned on all units and deter-
mined at the end of a trading period using a known probability distribution. If risk
neutrality is assumed, we can easily compute the fundamental value of the asset by
multiplying the number of trading periods by the expected dividend each period.

FIGURE 14.5 Shiller’s Valuation Confidence Index
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Let’s consider an example using the dividend distributions from one bubbles
experiment, as provided in Table 14.2.28 For now, we will focus on the standard
asset, leaving the lottery asset for later. The asset trades for 12 five-minute periods,
so if you buy one unit in Period 1 and hold it until the end of the experiment, you
would earn 12 dividends. The expected value of the dividend each period is simply
computed as the sum of the probability of each dollar dividend multiplied by the
amount of the dividend or:

14.5 0.48 * 0.50 + .048 * 0.90 + 0.04 * 1.20 = 0.72 or 72 cents

Given that you do not know the outcomes of future dividend draws in Period 1,
how much would you be willing to pay for a unit of the asset? If you are risk neu-
tral, you will pay the expected dividend per period (0.72) times 12 periods, or
$8.64. This is the fundamental value of the asset in Period 1, and fundamental va-
lues in all subsequent periods can be computed just as easily by multiplying the
number of periods remaining times the expected value of $0.72. For a trader who
is risk averse, the fundamental value is lower because he must be compensated for
taking on risk.

Figure 14.6 illustrates the typical price pattern in bubbles markets. The solid
line indicates the fundamental value each period, beginning at $8.64 in Period 1
and falling by $0.72 each period. The dashed lines show median transactions prices
per period for four different bubbles markets. Notice that the patterns are similar.
Usually the price in Period 1 is below fundamental value but quickly rises high
above the value warranted by expected dividends. The price in the first period
may be low due to subjects’ initial risk aversion because they are trading in an en-
vironment in which they are inexperienced. Some of the bubbles in this figure are
quite persistent, but all eventually crash back to fundamental value as fewer trad-
ing periods remain.

WHAT CAN WE LEARN FROM THESE EXPERIMENTS?

Though experimental bubbles markets are rather simple and obviously do not in-
clude all the important features of complex markets like the Tokyo, London, and

TABLE 14.2 DISTRIBUTION OF DIVIDENDS

Asset Dividend Distributions

Expected
Value of
Dividends

Fund.
Value in
Period 1

Probability 0.48 0.48 0.04

Standard asset’s dividends 0.50 0.90 1.20 0.72 8.64

Lottery asset’s dividends 0.00 0.00 18.00

Note: The fundamental value in Period 1 is the expected dividend per period multiplied by the number of trading
periods (12).

Source: This is Panel B of Table 1 from Ackert, L. F., N. Charupat, B. K. Church, and R. Deaves, 2006, “Margin,
short selling, and lotteries in experimental asset markets,” Southern Economic Journal 73(2), p. 424.
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New York Stock Exchanges, we have learned a lot about how bubbles form. Im-
portantly, price bubbles are more moderate and disappear faster when traders are
experienced both in terms of their knowledge of financial markets and with previ-
ous experience in an experimental bubbles market.29 This probably does not sur-
prise you. As we will discuss further in Chapter 20, expertise comes with
experience and knowledge in most domains. Traders with financial knowledge and
experience in trading will price the asset closer to its economic value. Importantly,
price deviations above fundamental value are small even when only a subset of the
traders is knowledgeable and experienced.30 So, we do not need all traders to be
knowledgeable and experienced for a market to price securities efficiently.

In some experiments, two assets are traded in order to investigate whether pricing
differs across the assets. As Table 14.2 indicates, one study allowed trading of two as-
sets: a standard asset and a lottery asset. The second asset is referred to as the lottery
asset because its payoffs are similar to a small-scale lottery. In most cases the payoff is
zero, but 4% of the time the asset receives a large dividend payment of $18.00.
Although the standard and lottery assets have identical expected values, in experimen-
tal markets traders were willing to pay more for the lottery asset. This suggests that
traders may be subject to probability judgment error. Consistent with the prospect
theory weighting function, people overweight low probabilities.31 Another possible ex-
planation is that speculation or gambling plays into how people determine what they
will pay to acquire an asset. They are willing to pay more for the lottery asset because
they become more risk taking as they get caught up in the excitement of trading.

Speculation and bubbles formation seem to be fueled by a great deal of cash in
a market.32 This is reminiscent of the house money effect. To investigate the role of

FIGURE 14.6 Bubbles in Experimental Asset Markets
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gambling or speculation in bubbles generation, one experiment restricted traders to
act as either buyers or sellers of the asset.33 Even though this design eliminates the
opportunity to speculate, frequent bubbles are reported. This led the researchers to
conclude that speculation is not necessary for bubble formation, with the key ingre-
dient being irrational behavior. Other research investigates specific forms of irratio-
nality. One paper, for example, that investigated pricing in bubbles markets reports
a relationship between the frequency (and magnitude) of bubbles and the presence
of probability judgment error.34 At the same time, it is reported that speculation
appears to play a role in pricing.

In addition to expertise, probability weighting, and speculation, research has
shown that regulation of a market can have important effects on pricing. For ex-
ample, restrictions on short selling promote bubble formation because those who
are optimistic about an asset’s value drive pricing.35 A pessimistic trader who al-
ready owns the asset can simply sell. But others who do not currently hold the as-
set and are pessimistic may not be able to take an action that reflects their view of
the asset’s value when they cannot short sell. Without short selling, the market may
be driven to high levels that are not really warranted by the view of the entire mar-
ket. Thus, policymakers are cautioned against increasing trading restrictions that
can, in the end, undermine market efficiency.

14.5 BEHAVIORAL FINANCE AND MARKET VALUATIONS

Behavioral finance has contributed to our understanding of how people value as-
sets in a variety of markets, from tulips, to stocks, to experimental assets. Investors
and academics alike strive to quantify asset values based on observable factors, but
experience clearly indicates that the human side has very real effects. As Shiller
points out, “[i]nvesting in speculative assets is a social activity.”36 In Chapters 11
and 12 we considered how social forces impact the behavior of investors, man-
agers, and others. In this chapter, we have seen that asset values may be impacted
by a number of behavioral influences, including fashions, changes in tastes (includ-
ing risk attitude), and what appears in hindsight to be simple irrationality.

A challenge for behavioral finance is to bring what we have learned about how
people make decisions to markets. In Chapter 10, we considered one such model.
Recall that in Barberis, Huang, and Santos’s model, investors are loss averse so
that prior outcomes affect subsequent behavior.37 After stock prices increase, the
investor is less risk averse because prior gains cushion subsequent losses, while af-
ter stock prices decrease, the investor is concerned about further losses and risk
aversion increases. The result is higher volatility in stock prices. Changes in atti-
tudes toward risk can have important effects on both asset valuations and price
changes. In the following section, we turn to the issue of market volatility.

14.6 EXCESSIVE VOLATILITY

DO PRICES MOVE TOO MUCH?

In addition to valuations that sometimes seem puzzling, the stock market appears
to be much too volatile. Researchers have shown that while some variation in stock
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return volatility can be attributed to news, a large portion cannot. In other words,
excessive volatility exists. David Cutler, James Poterba, and Larry Summers pro-
vide some compelling evidence.38 They examined news events and major stock
price movements over a 50-year period ending in the late 1980s. First, they looked
at major news events (as reported in the New York Times) and considered whether
market movements resulted from them. For example, when the Japanese attacked
Pearl Harbor on December 8, 1941, the U.S. market dropped by 4.37%. That
makes perfect sense. We also might expect significant market reactions to presiden-
tial elections, which are also major news events, because of perceived differences in
economic policy between candidates. But when Johnson defeated Goldwater in
1964, the market didn’t move (it went up by 0.05%) because Johnson was widely
anticipated to win by a landslide.

Cutler, Porterba, and Summers also looked at the 50 biggest price moves and
tried to relate them to material information. While in many instances this task was
easy, in other cases there seemed to be no compelling reason for a market reaction.
For example, on September 3, 1946, the market dropped by 6.73% (this was the
fourth biggest price change) and the New York Times wrote that there was “no ba-
sic reason for the assault on prices.”

DEMONSTRATING EXCESSIVE VOLATILITY

An innovative inequality relationship introduced by Shiller changed the way that
many think about efficiency at the level of aggregate stock markets.39 Recall from
Chapter 2 the present value model of stock prices, which says that a stock’s current
value should equal the present value of expected future dividends. While we have
to form expectations of dividends, what if we actually know the dividends that
will eventually be paid? Shiller called the present value of actual (rather than ex-
pected) dividends the “ex post rational stock price,” because it is the price if you
know all future dividends. According to theory, the price today is the best forecast
of the ex post rational stock price based on all currently available information.
Using this insight, Shiller derived an inequality that he argued should not be vio-
lated if market efficiency holds. Shiller’s inequality says that the standard deviation
of the stock price is bounded above by the standard deviation of the ex post ratio-
nal stock price. The price should be the expectation of the ex post rational stock
price, and, because the latter will move based on unexpected information (that is,
information available to investors when the actual price is set), the volatility of the
price should be lower.

Shiller tested his inequality using the real S&P 500 stock price index, shown
earlier in Figure 14.3. To compute the ex post rational stock price, he assumed a
long-run growth rate in dividends. Figure 14.7 shows a rather striking result. The
solid line is the observed value of the S&P 500 index (p) and the broken line is
the ex post rational stock price (p*). As the figure unmistakably illustrates, stock
prices are much too volatile to be justified by the present value of future dividends.
Recall that Shiller’s inequality says that the volatility of p should be smaller than
the volatility of p*. Depending on the parameters used in estimation, the volatility
of stock prices over the last century is 5 to 13 times too large! How can stock
prices be so volatile when dividends are so smooth?
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EXPLAINING EXCESSIVE VOLATILITY

While research has allowed us to gain some key insights into how markets value
risky assets like stocks, to many people the stock market became even more puz-
zling following the publication of Shiller’s work. While possible explanations for
high stock market volatility have been proposed by researchers,40 the prevailing
view is that the stock market is overly volatile.

Researchers have devoted great effort to understanding patterns in volatility.
One observation is that stock volatility tends to increase after a market crash. In
addition, it seems that Nasdaq volatility in recent years is unusually high in com-
parison to the volatility of the S&P 500. In addition to jumps in the volatilities of
S&P 500 and Nasdaq indexes after the 1987 crash and during the tech/Internet
bubble and readjustment in 1998–2001, researchers report that the ratio of Nasdaq
to S&P 500 volatility indicates an upward trend over time.41 This is not surprising
since the factor that seems to best explain high stock volatility over this time period
is membership in the technology industry.

VOLATILITY FORECASTS AND THE SPIKE OF 2008

A popular measure of investors’ view of market conditions is the implied volatility
index (VIX) provided by the Chicago Board Options Exchange (or CBOE).42 The
VIX, commonly referred to as the fear index, gauges investors’ expectations of fu-
ture stock market volatility using current option prices. This volatility measure is
referred to as “implied” because it is derived from the prices of traded options on
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the S&P 500. In periods of uncertainty when investors are wary of market declines,
the VIX tends to rise.

As Figure 14.8 illustrates, the VIX has historically varied around its long-term
average of about 20. Prior to 2008, the maximum value of the VIX was 46, reached
on October 8, 1998. At that time, the Asian financial crisis of 1997 had spread to
Russia and impacted many large hedge funds, including Long Term Capital Manage-
ment, which suffered large losses in 1998. In the late months of 1998, there was a
great deal of uncertainty regarding how far the financial crisis would spread. While
the level of uncertainty was high in 1998, it pales in comparison to late 2008. In
the fall of 2008, the VIX rose to unprecedented levels, reaching its peak on Novem-
ber 20, 2008 at 81. We next turn to market conditions in the fall of 2008.

14.7 MARKETS IN 2008

What could have led to such unprecedented volatility? We begin with a review of
economic and market events leading up to this volatility spike. In the summer of
2007, a liquidity crisis gripped financial markets leading to injections of capital by
both the U.S. Federal Reserve and the European Central Bank. Many large institu-
tions that had huge investments in securitized mortgage obligations misjudged the
risks they were taking and subsequently ran into financial difficulty. Some contend
that a contributing factor to the crisis was liberalization of mortgage terms in the
United States and increased prevalence of zero-down mortgage loans. In addition,
it has been argued that little or no due diligence was conducted of the likelihood
that the borrowers would be able to make payments.43 Many of these loans were
pooled, securitized, and sold off to investors (or kept by banks and investment

FIGURE 14.8 The Volatility Index
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banks). These innovations had the capacity to imperil the financial institutions or
investors holding them if their values were based on incorrect assumptions, includ-
ing the risk of default. After the U.S. housing market turned down in 2006, in-
creases in delinquencies and foreclosures were observed.44 Suddenly the market
values of these mortgage-backed securities declined dramatically. Further, institu-
tions with significant exposures to these products saw their market values drop
dramatically to the point where solvency became an issue.

In September 2008, things came to a head. Consider the following events that
occurred during a single week in September 2008 (September 15 to 19):

• Two of America’s biggest investment banks essentially disappeared on the
same day, with Lehman Brothers filing for bankruptcy protection and Merrill
Lynch agreeing to be acquired by the Bank of America.

• AIG, a short time before the world’s largest insurance company by market
value, also on the brink of collapse, was forced to accept a deal offered by the
U.S. government giving up a majority stake in return for an injection of cash.

• The last two major independent U.S. investment banks, Morgan Stanley and
Goldman Sachs, came under fierce attack from short sellers who thought their
days were numbered.

• Finally, at the end of the week, the U.S. government announced a $700 billion
bailout (the TARP program), whereby many bad loans would be acquired by
the government and thus taken off the books of the financial institutions that
were exposed to them.

To get a sense of the enormity of all these events, one press article wrote at the
time (with some hyperbole):45

For a generation, Wall Street was held up as a model for the rest of the world
of strength, efficiency and transparency. But now, the country’s vaunted
banking system lies on the brink of ruin. Only the U.S. Treasury and Federal
Reserve Board stand in the way of a total collapse with a $1-trillion (U.S.)
bailout … The price is so steep it could wreck the country’s finances.

Amazingly, the market, possibly buoyed by the impending bailout, did not lose
ground that week. Things were to get much worse, though. Refer to Figure 14.9,
which shows the path of the S&P 500 from the end of 2007 up to November 20,
2008 (the day of the volatility spike). From September 19, 2008 to November 20,
2008, the S&P 500 lost 40% of its market value—trillions of dollars in stock mar-
ket value disappeared. From the end of 2007, the cumulative loss was 49%!

As Table 14.3 makes clear, comparable declines occurred around the world.
For example, markets in local terms declined by 43% in Japan, 65% in China,
33% in the United Kingdom, 38% in Canada, 44% in France, 42% in Germany,
50% in Italy, 67% in Russia, 47% in Australia, 53% in India, 50% in Argentina,
42% in Brazil, and 24% in Mexico. Further, note that the U.S dollar appreciated
in comparison to most currencies in 2008, as often happens when nervousness in-
creases. This led to even greater market declines when denominated in U.S. dollars
in most countries.

What led to this steep decline? We believe it was a combination of fundamen-
tals and psychology. On the fundamentals side, the failure of Lehman Brothers led
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to a lack of trust among financial institutions, which in turn created a calamitous
credit crunch. Further, the U.S. Congress at first balked at passing the massive TARP
bailout, leading to a “who’s in charge?” crisis in confidence. In addition, it soon be-
came clear that the upcoming recession was not going to be short or painless.

As the VIX evidence attests, while markets were declining, dizzying volatility
was present. In the 44 trading days during which the S&P 500 dropped 40%, 14
days had absolute price changes of 5% or more. Amazingly, the two biggest price
changes were positive—10.8% and 11.6%!

Consider the behavioral influences behind this market downturn. Throughout
history we have seen significant price adjustments that did not seem to be in any
way justified by fundamentals. Many such moves have taken place during the re-
cent financial crisis. As we discussed earlier in the chapter, in Barberis, Huang,
and Santos’s model, risk aversion among investors increases after stock prices fall,
which reinforces the drop in prices. In addition to higher risk aversion that might
have resulted from downward market adjustments, perceptions of elevated risks
seem to be widespread in recent months. Some financial institutions were heavily
invested in securities that even they could not properly value. In addition, while
foreclosure rates had increased, the fear was that the bottom was not yet reached.
Was the market reaction due to increased credit default risk or merely perceptions
that the risk had increased?

We are perhaps too close to these events to interpret them with clarity. How
much of the market decline has been fundamental and how much of it an overreac-
tion? Why has volatility increased so dramatically? And will the higher levels of

FIGURE 14.9 The S&P 500: December 31, 2007 to November 20, 2008
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volatility persist over time? We cannot say with certainty that the recently observed
levels of stock prices and volatility are irrational, but it certainly seems difficult to
argue that it was a rational response to changing fundamentals. Some have asked
whether “40 is the new 20” for the VIX, indicating a permanent upward shift
in market volatility.46 A very important lesson can be learned from this episode,
however—financial markets are always capable of surprising us.

TABLE 14.3 MARKET INDEX PERCENTAGE DECLINES IN SELECTED COUNTRIES FOR 2008

Country In Local Currency In $US

U.S. (Dow) 36 36

U.S. (S&P 500) 41 41

Japan 43 29

China 65 63

U.K. 33 51

Canada 38 50

France 44 46

Germany 42 43

Italy 50 52

Netherlands 53 55

Spain 42 43

Czech Republic 52 54

Poland 51 59

Russia 67 72

Switzerland 36 30

Turkey 52 63

Australia 47 57

Hong Kong 49 48

India 53 62

Korea 41 56

Thailand 48 50

Argentina 50 54

Brazil 42 57

Mexico 24 39

Egypt 59 59

Israel 53 52

South Africa 27 47

Note: For all countries (except Germany) dividends are excluded.

Source: Data adapted from “Economic and Financial Indicators,” in The Economist Magazine, January 3, 2009,
p. 76. © 2009 The Economist Magazine.
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CHAPTER HIGHLIGHTS

1. The equity premium is the difference between the expected returns on equity
and debt. The high level of the premium is puzzling because it seems to re-
quire very high risk aversion.

2. Survivorship bias refers to the tendency to get biased results because failed
observations are excluded from the sample over time. This may explain the
equity premium.

3. Loss aversion, combined with mental accounting and so-called myopic loss
aversion, can explain why investors require a large premium on equity.

4. A speculative bubble is present in a market when high prices seem to be gen-
erated more by traders’ enthusiasm than by economic fundamentals.

5. Price bubbles are observed in diverse markets. For example, during the tulip
mania, people traded large sums of money and goods for tulip bulbs.

6. According to the greater fool theory, a person buys an asset because he be-
lieves another will pay even more to acquire it.

7. In the 1990s, the entire U.S. market seems to have deviated far from valua-
tions based on economic fundamentals. The technology sector was affected
most dramatically.

8. “Irrational exuberance” is a term used to describe the U.S. stock market by
Federal Reserve Chairman Greenspan in the 1990s.

9. Extremely high price-to-earnings ratios were explained by “new era”
arguments.

10. Survey data indicate that a majority of individual and institutional investors
thought the market was overvalued in 1999.

11. In experimental bubbles markets, assets are traded over a fixed number of
periods and traders can easily compute expected fundamental values.

12. Prices in experiments typically bubble high above the fundamental value,
crashing down as the end of trading approaches.

13. Bubbles moderate when a subset of traders is knowledgeable and experi-
enced, there is not too much cash in the market, and short sales are
permitted.

14. The generation of price bubbles is encouraged by probability judgment error
and speculation.

15. Stock prices are too volatile to be explained by future dividends.
16. Volatility is higher for technology firms and the level of volatility is increas-

ing, as is the difference in volatility across the S&P 500 and Nasdaq.
17. The VIX, or fear index, gauges investors’ expectations of future stock market

volatility using current option prices. In recent months, the VIX rose to un-
precedented levels.

18. Beginning in 2007, markets were gripped by a liquidity crisis. Potential con-
tributing factors included the large risky positions taken by financial institu-
tions, easy lending practices, and the perception that credit default risk was
high.
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DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Certainty equivalent and a gamble
b. Loss aversion and myopic loss aversion
c. Speculative price bubble and ex post ra-

tional stock price
d. Greater fool theory and speculation

2. In a Ponzi scheme, named after Charles
Ponzi, investors are paid profits out of
money paid by subsequent investors, instead
of from revenues generated by a real busi-
ness operation. Unless an ever-increasing
flow of money from investors is available, a
Ponzi scheme is doomed to failure. What’s
the difference between a Ponzi scheme and
an asset price bubble?

3. An individual with cash to invest has two
investment choices:

Buy a stock fund that every year either
earns 40% or -20% with a 50/50
probability.

Buy a bond fund that every year returns
either 5% or 0% also with a 50/50
probability.

Assume that the returns on the two funds are
independent, and that returns from year to
year are also independent. Also assume an
initial portfolio value of $1. (The answers,
however, will be unaffected if you use a dif-
ferent initial portfolio value.)

In addition, suppose the value function
is linear and is specified as:

v(z) = z for z > 0
v(z) = 3z for z < 0

a. Which fund does the investor prefer if he
looks at his portfolio i) once a year; or ii)
once every two years?

b. How does your answer to part a. help us
understand the equity premium puzzle?

4. What do experimental bubble markets teach
us about the likelihood of bubbles in the real
world? In what sense does this research have
its limitations?

5. Do you believe that stock prices are too vol-
atile? Be sure to explain what you mean
when you say “volatility” and “too much.”
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15RATIONAL MANAGERS

AND IRRATIONAL
INVESTORS

15.1 INTRODUCTION

In a corporate finance setting, behavioral factors may matter for two reasons. First,
managers, like investors and other financial market participants (as described in
Chapters 8–10), appear to sometimes act in a less than fully rational fashion due
to cognitive limitations, overconfidence, and the force of emotion. This is the topic
of the next chapter. Second, rational managers may at times take advantage of the
valuation mistakes made by irrational investors. This is the topic of the present
chapter.

Before proceeding, it should be noted that the latter “rational managers with
irrational investors approach” is predicated on the following: 1) irrational investors
impact prices because arbitrage is limited; and 2) managers have the ability to de-
tect when valuations are wrong and they act on mispricing. While we have re-
viewed the relevant arguments for the first at length elsewhere, the second requires
comment.1 Logically, information asymmetry exists between investors and man-
agers. After all, managers are insiders. In addition, managers are less constrained
than other investors. For example, if an investor believes a firm is overvalued but
does not own the stock, short sales constraints may limit his opportunities. A man-
ager, in contrast, can issue more shares when the market highly values her com-
pany’s stock.

In Section 15.2, we begin with a heuristic model showing that predominantly
rational managers operating in a world with sometimes irrational investors are
conflicted between short-run and long-run goals, between looking out for them-
selves and the interests of their shareholders, and between maximizing intrinsic
value and catering to irrational investor preferences. As a result, managers maxi-
mize price rather than value, either in pursuit of their own narrow interests or in
the interests of their shareholders. Managers maximize price by catering to investor
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perceptions and desires. In Section 15.3, several examples of catering are described,
such as changing the company name to something more appealing to investors, and
responding to dividend payout preferences. Interests of long-run shareholders can
be accommodated by issuing stock when it is expensive (as well as buying it back
when it is cheap), and undertaking stock acquisitions of relatively less overvalued
targets. Empirical evidence consistent with these tendencies will be cited. Finally,
in Section 15.4, we consider the policy implications of irrational investors, as com-
pared to irrational managers.

15.2 MISPRICING AND THE GOALS OF MANAGERS

A SIMPLE HEURISTIC MODEL

Malcolm Baker, Richard Ruback, and Jeffrey Wurgler formulate a heuristic model
of how managers balance three conflicting goals in the presence of potential mispri-
cing.2 In our simplified version of their model, managers, as is conventional, first
wish to maximize the rationally calculated present value of future cash flows. Fun-
damental value is:

15.1 f ðK; dÞ − K

where K is investment, d the dividend, and f a standard production function that is
concave and increasing in K.3 For simplicity, the cost of capital is normalized at
one. Dividends may enter because of their non-neutrality in the tax system.

Managers’ second goal is to maximize the current share price relative to value.
This goal can be pursued by undertaking various actions that cater to a range of
investor desires unrelated to (rational) value enhancement. Temporary mispricing
(price minus value) is denoted as δ, which in our treatment is a function of the
same two arguments as f (plus two additional ones):

15.2 δðK; d; e; xÞ

K may matter if investors believe that certain kinds of investment (e.g., in computer
technology in the 1990s) create more value than should really be the case.4 Since
ill-founded investment is patently costly, it is natural that managers may be torn
between maximizing rational value (f − K) and catering (by maximizing δ). As for
dividends, as will be discussed more fully later, if certain investor groups with par-
ticular dividend preferences (e.g., those desiring high, low, or no payout) exist, and
if not enough firms currently satisfy the desires of these investor groups, catering
may operate as firms alter their dividend payout in response. The third argument,
e, is the fraction of the firm potentially sold off in a share issue. This stems from
the idea that a share issue designed to take advantage of mispricing is likely to im-
pact δ because the act of issuing shares should partly correct mispricing. For exam-
ple, if the firm is overvalued, managers sell shares at a high price, and the selling
pressure may reduce the level of mispricing. Finally, x is an indicator variable that
equals one if management undertakes a particular action designed to appeal to
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investors.5 For simplicity, we will assume that such actions entail negligible cost.
Examples are accounting changes, earnings management, and name changes (the
latter of which is discussed later).6

A third goal of managers is to take advantage of current mispricing so as to
benefit existing long-term shareholders. This is done by issuing stock when it is
overvalued and buying it back when it is undervalued.7 Doing so of course benefits
existing (and continuing) shareholders at the expense of new shareholders.8 By sell-
ing a fraction of the firm, e, current shareholders gain by:

15.3 eδðK; e; d; xÞ

Putting these three goals together leads to the following optimization problem:

15.4 max
K;e;d;x

λ½f ðK; dÞ − K + eδðK; e; d; xÞ� + ð1 − λÞδðK; e; d; xÞ

where 0 < λ < 1 is the manager’s horizon.9 With a very short-term horizon (λ→0),
the previous problem reduces to:

15.5 max
K;e;d;x

δðK; e; d; xÞ

In this case, managers only worry about short-term catering and have a “take the
money and run” attitude. Hopefully, for a variety of reasons, not the least of which
are reputation concerns and judicious contracting, this will be the less usual case.10

On the other hand, with a very long-term horizon (λ→1) the previous problem
converges to:

15.6 max
K;e;d;x

f ðK; dÞ − K + eδðK; e; d; xÞ

Here managers are sensitive to catering only in so far as it can benefit the current
shareholders of the firm when shares are issued or bought back, and catering does
not enter as an argument other than through this channel.

FIRST ORDER CONDITIONS

First order conditions for the continuous control variables (K, e, d) are as follows:

15.7 fK = 1 − e +
1 − λ

λ

� �
δK

15.8 δ = − e +
1 − λ

λ

� �
δe

15.9 −fd = e +
1 − λ

λ

� �
δd

Condition 15.7 pertains to investment policy, 15.8 to financing policy, and 15.9 to
dividend policy. To interpret, the first says that investment should continue to the

RATIONAL MANAGERS AND IRRATIONAL INVESTORS 267



point where the payoff falls to the level of the cost of capital, subject to any bene-
fits from catering, which can occur both through its potential to lead to market
timing of financing and as a short-term goal unto itself. The second condition re-
lates to financing and the ability of managers to time security issues. Here two
goals are in conflict. Issuing shares when they are overvalued is desirable from a
long-term shareholder standpoint, but, since doing so will cause mispricing to de-
cline, this is undesirable from the point of short-term mispricing maximization. Op-
timal share issuance weighs these two factors against each other. And finally, the
third condition concerns dividends. Because of tax reasons, the impact of dividends
on true value is unambiguously detrimental. Stockholders must pay personal taxes
on dividends received. To the extent that investors want to see payout changed, the
gains from catering, both through an effort to time markets and as a goal unto
itself, have to be weighed against their value-reducing aspect.

Consider the case where managers have very short-term horizons. Investment
should continue, without regard to true NPV, up to the point where price (relative
to value) is pushed up as far as possible. Additionally, dividend policy should be
completely at the service of short-term investor preferences.11

As for the indicator variable, x, mispricing levels with and without the action
in question being taken are compared. If the following condition is met, managers
should proceed with the action:

15.10 δðK; e; d; x = 1Þ > δðK; e; d; x = 0Þ

Making such choices is beneficial both from the standpoint of short-term catering
and in order to undertake share issues that will benefit long-term shareholders.

In what follows, we look more closely at what the evidence tells us about
whether managers can and do take advantage of investor irrationality both for the
benefit of long-term shareholders and for their own personal (short-term) gains. In
the next section, we begin with a rather remarkable and entertaining example of an
action designed to take advantage of investor irrationality.

15.3 EXAMPLES OF MANAGERIAL ACTIONS TAKING
ADVANTAGE OF MISPRICING

COMPANY NAME CHANGES

One example of a simple catering strategy at negligible cost is to change the com-
pany name to something with greater appeal to investors. While marketers know
the value of the right product name, here we present evidence that investors, de-
spite the fact that they would seem to have more at stake and should thus employ
clearer thinking than consumers, may be affected as well. To understand why a
name change might matter, recall our discussion of positive affect in Chapter 10,
where evidence was presented that certain industries induce more favorable emo-
tional stimuli than others, thus encouraging investment in the former and not in
the latter. While the actual industry of operations is probably not at the discretion
of current managers—presumably the founders made this choice for reasons having
little to do with positive affect, and it’s hard to see current managers moving into
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an entirely new industry to induce emotional stimuli—the name of the company it-
self is clearly something more at their discretion.

Michael Cooper, Orlin Dimitrov, and Raghavendra Rau address this issue in
the context of companies that changed their names to “dotcom” names during the
Internet craze of the late 1990s. Their sample included 147 firms that changed their
names in this fashion from June 1998 to July 1998. Amazingly, these firms saw
their shares appreciate (and often dramatically so), even when their underlying
business had little or nothing to do with the Internet.12 One striking example was
Computer Literacy, Inc., which argued that it changed its name to fatbrain.com be-
cause customers had difficulty remembering the Web site address. The share price
went up by 33% the day before the announcement when news of the impending
move leaked to Internet chat forums. Anecdote aside, these researchers found that
the dotcom affect led to average cumulative excess returns of 74% during a 10-
day announcement window.

Perhaps even more remarkably, after Internet-oriented firms started to see
major price declines, companies also profited by eliminating the negative effect
associated with an Internet name.13 Between August 2000 and September 2001,
firms that dropped their dotcom names saw a positive announcement effect of
about 70%.

EXPLAINING DIVIDEND PATTERNS

In a world of perfect markets, dividend payout should be irrelevant. More specifi-
cally, the Modigliani-Miller dividend irrelevance theorem states that, if there are
no taxes, transaction costs and information asymmetries, and holding constant a
firm’s financing and investment policy, a firm’s dividend payout should be irrele-
vant—that is to say, it should have no impact on firm value.14

Let’s consider why this is so. Suppose that a firm currently pays out all of its
free cash flows in the form of a dividend, but it is now considering eliminating its
payout.15 If a particular investor actually desires the (say) 10% cash flow yield
that currently comes in the form of a dividend, assuming the company goes ahead
with its plan, she could employ a process known as home-made dividends. This in-
volves selling off shares in lieu of receiving a cash dividend and using the proceeds
to “pay” herself an amount of cash equivalent to the former dividend. Conversely,
if an investor holds a dividend-paying stock but does not desire cash flow, an auto-
matic dividend reinvestment program will serve to negate payout. In essence, ab-
stracting from transaction costs and taxes, an investor can seamlessly “set” his
own dividend yield.

For a number of reasons, however, the real world is much more complicated
than this. Frictions like taxes and transaction costs exist. It is partly because of
these frictions that managers accommodate the dividend stability that investors
seem to desire, and only as a last resort cut dividends.16

There is evidence that managers use dividends as a catering tool.17 To put this
possibility into perspective, let us first consider the extent to which dividend payout
patterns have been changing over time. Eugene Fama and Kenneth French, focusing
on NYSE, AMEX, and NASDAQ firms from 1972 to 1999, document that for
much of this period the percentage of firms paying dividends was on the decline.18
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In 1973, 52.8% of publicly traded nonfinancial nonutility firms paid dividends.
This percentage rose until 1978, by which time it hit 66.5%, before falling to
20.8% by 1999. One reason why the number of dividend payers in percentage
terms may change is that the characteristics of firms may change, tilting toward
the characteristics that nonpayers embody. Indeed, Fama and French conclude this
is about half of the explanation for the declining propensity to pay dividends.
Larger, more profitable firms with fewer investment opportunities tend to be
payers, and it turned out that many of the newly listed firms were smaller and less
profitable with an array of investment opportunities. For example, many of the
new listers in the 1970s tended to be quite profitable (with the earnings of new lists
averaging in at 17.8% of book value vs. 13.7% for all firms), whereas the earnings
of new lists during 1993–1998 averaged in at 2.1% (vs. 11.3% for all firms).

It is the unexplained half, reflecting a reduced propensity to pay dividends while
holding firm characteristics constant, that is of most interest here. Malcolm Baker
and Jeffrey Wurgler suggest that the catering motive is the best explanation.19 Their
evidence is based on time-variation in the so-called dividend premium. One way in
which they proxy this premium is the difference between the average market-
to-book ratio of dividend payers and nonpayers. They investigate whether dividend
initiations and omissions are related to time-variation in this premium. Indeed,
Figure 15.1 shows that the dividend premium predicts the rate of dividend initiation.
When the dividend premium rises, reflecting increased investor preference for divi-
dends, initiations subsequently rise. On the other hand, when the dividend premium
falls, reflecting decreased investor preference for dividends, initiations soon fall.

Further, these researchers show that there have actually been four distinct re-
cent trends in the propensity to pay dividends. These were an increasing trend in
the mid-1960s; then a decline falling into negative territory through 1969; next a
positive trend in 1970 staying in positive territory until 1977; and finally the well-
known disappearing dividends period ensuing after that. Notably, each of these
trends lines up with a corresponding fluctuation in the dividend premium.20

On the surface, there are two salient possibilities that may explain patterns in
the propensity to pay dividends: 1) firms are accommodating rational investor pre-
ferences for dividends (or the lack thereof); or 2) firms are catering to changing in-
vestor sentiment for dividends. Earlier work by Fischer Black and Myron Scholes,
of option-pricing theory fame, is along the lines of the first possibility.21 They ar-
gue for the existence of dividend clienteles related to market imperfections such as
taxes, transaction costs, and the institutional environment. It is worthwhile noting
that their clientele story is more consistent with an equilibrium view of the world
with unsatisfied clienteles being accommodated fairly quickly by firms, after which
there are no further incentives to change dividend policy. The Baker-Wurgler view,
on the other hand, is more consistent with a disequilibrium state, as any benefits
from changing policy seem to exist for prolonged periods.

Baker and Wurgler contend that the evidence is better explained by catering to
irrational investor preferences rather than accommodating rational clienteles. First,
rational clienteles would be more concerned with the overall level of payout, not
the percentage of firms paying dividends, but the dividend premium does not ex-
plain the aggregate level of dividends. Second, tax changes impacting dividends
(proxied by the relative tax advantage of dividends vs. capital gains) seem to have
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had little impact on the dividend premium. Third, while the secular decline in
transaction costs beginning in the mid-1970s is consistent with a reduction in divi-
dend payers (as it is became less expensive to take the “home-made” route), the
dividend premium continues to be the most important driver of initiations. Fourth,
though the 1974 passage in the United States of the Employee Retirement Income
Security Act (ERISA) and its 1979 revision may have first favored dividends and
then caused a movement away from them, this factor seems at best to be a partial
explanation of the stylized facts.

Taken together, these arguments seem to leave investor sentiment as the most
important factor.22 Further suggestive evidence that sentiment is at least partly be-
hind the dividend premium is the fact that the average closed-end fund discount
(another proxy for investor sentiment) is correlated with the dividend premium.23

Another factor that favors a sentiment-leading-to-mispricing story is the finding
that an increase in the rate of initiation forecasts a decrease in the average return
of payers versus that of nonpayers (suggesting that the overvaluation of payers
leads to the increase in initiation).24

FIGURE 15.1 Dividend Premium and Initiation Rate over Time
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SHARE ISSUES AND REPURCHASES

When shares are overvalued, current long-run shareholders benefit when manage-
ment issues shares. Conversely, when shares are undervalued, holding shareholders
benefit when managers repurchase stock. In this sense, managers seek to employ
market timing. Issuing stock can either be effected via an IPO (in the case of a pri-
vate company) or via an SEO (in the case of a publicly traded company). While
evidence on the ability to market time is controversial, it is clear from the survey
evidence that managers at least believe that they are often issuing shares to take
advantage of misvaluation.25

Much evidence from around the world indicates a correlation between (ex ante
and ex post) measures of mispricing and issuance. For example, in Italy during
1982–1992, the main factor influencing an IPO was the average price-to-book in
the industry: a one standard deviation increase in price-to-book led to a 25% in-
crease in the probability of an IPO.26 While this could be because such firms are
more likely in need of financing for investment prospects, the fact that post-
issuance investment and profitability both fell suggests that timing was playing at
least a partial role.

After-market performance of IPOs elsewhere points in the same direction. One
study, using U.S. data from 1935–1972, documents five-year returns that are below
market returns by 21%–35%.27 Market timing in this realm also seems to exist at
the level of national markets. In the United States, equity issuance as a percentage
of total financing (debt and equity) predicts market returns, with high equity-
issuance years preceding weak markets.28 International evidence is along the same
lines, with high issuance activity leading to low future returns in 12 out of 13
major markets.29

As for repurchases, the evidence is also consistent with the existence of private
information that allows managers to time such activity for the benefit of long-term
shareholders. An empirical study of 5,111 repurchases from the Hong Kong stock
market reveals substantial timing ability.30 While investors bidding up firms after
repurchases is consistent with rationality, market underreaction to share re-
purchases leading to long-run excess returns is not consistent with full efficiency.31

Dividends and repurchases are two ways of returning money to shareholders.
Survey and empirical evidence shows that managers view repurchases as the more
flexible alternative—firms wish to avoid dividend instability, but view repurchase
volatility as acceptable.32 While the role of dividends can be viewed as a short-run
catering mechanism (as was discussed in the previous section), it is possible to view
repurchases in this light as well. The model of Richard Fairchild and Ganggang
Zhang takes this tack.33 Just as in the case of dividends, repurchases designed for ca-
tering purposes are inefficient when profitable investment opportunities are foregone.

MERGERS AND ACQUISITIONS

Potential misvaluation adds an additional dimension to the theory of mergers and
acquisitions. Under the standard theory, it makes sense for even correctly priced
firms to combine when synergies exist, with both firms sharing in the spoils.

In the model of Andrei Shleifer and Robert Vishny, acquiring firms are mis-
priced (especially overvalued).34 While synergies may be perceived by the market,
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in their model the reality is that they do not truly exist. While no one would claim
that such conditions always hold, it is interesting to note that this model explains a
good number of stylized facts, such as who acquires whom; the cash versus stock
choice; the valuation consequences of mergers; and merger waves.

Suppose there are two firms, 0 and 1, whose capital stocks, K and K1, are val-
ued by the market at Q and Q1 per unit of capital. Assume that Q < Q1, that is,
firm 1 is more overvalued. Suppose in the event of a merger the market values a
unit of capital of the combined firm at S. In this case, the total market value of the
combined firm is S(K + K1), where S is the market’s perceived value of a unit of
capital of the combined firm. Typically, the market would value a unit of capital
of the combined firm at somewhere between Q and Q1, so Q < S < Q1.

35 The
short-run gain from merging is:

15.11 SðK + K1Þ − KQ − K1Q1

If the market sets S high enough, so that the latter expression is positive, then this
implies that it perceives synergies.36

Since in this model synergies are apparent rather than real, if we assume that in
the long run the market eventually “gets it right,” there are no long-run gains from
merging. Further, both bidder and target managers know this. They also know
how short-run valuations will, because of misvaluation, differ from long-term va-
luations, implying that they understand the market’s error. The goal of all man-
agers is to maximize personal wealth subject to the constraints they face (including
personal horizons). Given agency costs and the nature of compensation contracts,
this may not be the same as maximizing the wealth of their shareholders.

Assume that the price offered to the target is P, where, logically, P is above Q
(the no-takeover-premium level) and below S (the level at which price would reach
the short-run merged value per unit of capital). It is easy to see that both bidder
and target can gain in the short run as long as there are perceived synergies. The
immediate gain in the short-run value of the target (i.e., firm 0) is:

15.12 ðP − QÞK > 0

On the other hand, the immediate gain in the short-run value of the bidder (i.e.,
firm 1) is:

15.13 ðS − PÞK + ðS − Q1ÞK1 > 0

Since the second term in 15.12 (the dilution effect) is negative, if P is too close
to S, then the short-run change in the value of the bidder can actually be
negative.

It would seem that in this latter case mergers will not occur, but this is not nec-
essarily so. In fact, it still may be in the interest of the bidder to go ahead even if
their shareholders see a negative short-run return. To see why, we need to distin-
guish between cash and stock acquisitions. It turns out that the extent to which
bidders and targets gain or lose in the long run partly depends on whether the
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medium of exchange is cash or stock. Recalling that in the long run capital is cor-
rectly valued (let us say at q per unit), in the following table we illustrate the long-
run possibilities:

Cash acquisition Stock acquisition

Target gain K(P – q) qK(P/S – 1)

Bidder gain K(q – P) qK(1 – P/S)

In the case of a cash acquisition, the only reason for a merger from the standpoint
of the bidder is to acquire undervalued assets. But managers of targets in such
cases, despite any short-run gains, are right to claim that such a deal is not in the
interest of long-term shareholders. This is the reason why often there is keen resis-
tance to such takeovers.

Stock acquisitions are quite different. Bidding shareholders gain in the long run
if P < S. This can still be consistent with the target shareholders experiencing a pos-
itive price boost in the short-run. Target management, even though they under-
stand that their shareholders will lose in the long run, may still be amenable to
merger. There are a couple of reasons why this is so. First, their horizon may be
short. Since they plan to get out before the long run comes, their only concern is
the short run. Managers who want to sell out (perhaps because they are nearing
retirement) would fit the bill. The acquisition allows them to cash out overvalued
equity.37 Second, target managers may expect to be paid for their acquiescence.
This could be in the form of acceleration in the exercise of stock options, generous
severance pay, or retaining management positions.

It is interesting to note that stock acquisitions may be advantageous for bidders
even if they lead to negative short-run and long-run returns. For managers and
shareholders with a long-run perspective, the short-run is immaterial, while the
long-run return, even if it is negative, may still be higher than what it would have
been in the absence of the acquisition as the market eventually revalues appropri-
ately. The stock acquisition, as it were, has cushioned the fall.

The evidence seems to be largely in line with the predictions of the model. Long-
run returns to acquirers are positive after cash acquisitions, but negative after stock
acquisitions.38 Glamour bidders (which tend to be more overvalued) are more likely
to pay with (overvalued) stock than are value bidders.39 Mergers waves line up as
expected.40 They tend to cluster around periods of high valuations. The conglomer-
ate merger wave of the 1960s along with the tech mergers of the 1990s were both
based on popular synergy stories: the first was about efficiency gains through better
management, while the second was about tech complementarities, with neither for
the most part panning out. Stock acquisitions were common in both cases, and ac-
quirers, in light of later developments, were often egregiously overvalued. On the
other hand, mergers in the 1980s often involved undervalued firms, were profitable
(especially after subsequent bust-ups), and tended to be accomplished by cash.

15.4 IRRATIONAL MANAGERS OR IRRATIONAL INVESTORS?

In this chapter, we have focused on how managers make rational decisions when
investors behave less than optimally. In the following chapter, we consider the
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mistakes managers make because they are subject to behavioral influences. It is im-
portant to note that the two approaches have very different policy implications. If
managers are rationally making decisions in a world with irrational investors, they
should be protected from the short-run influences of markets and unrealistic pres-
sures from stockholders. If, on the other hand, managers are subject to behavioral
biases that negatively impact shareholder value, managerial decisions must be
closely scrutinized by owners and regulators.

CHAPTER HIGHLIGHTS

1. There is evidence that predominantly rational managers sometimes capitalize
on the pricing errors of irrational investors.

2. In one model, managers’ objectives include maximization of fundamental
value, catering to investors, and market timing.

3. Catering operates when management undertakes actions designed to appeal
to investors and lead to price exceeding value in the short run.

4. Examples of catering are company name changes and accommodating divi-
dend payout preferences.

5. To serve long-run shareholders (including perhaps themselves), managers ap-
pear to try to time share issues and buybacks.

6. A behavioral theory of mergers that abstracts from synergies explains many
of the stylized facts. For example, overvalued acquirers tend to pursue (less)
overvalued targets with stock.

7. Cash acquisitions make sense when undervalued assets can be acquired. The
hostility of target management in such cases serves the interests of their own
shareholders.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Clienteles and catering
b. Dividend payment and home-made

dividend
c. Investor sentiment and irrationality
d. Synergy and valuation consequences of

a merger

2. One of John Lintner’s conclusions in his
classic study of dividend policy is that man-
agers do not seem to change dividend pay-
ment in response to capital requirements for
new investment (Lintner, J., 1956, “Distri-
butions of incomes of corporations among
dividends, retained earnings and taxes,”
American Economic Review 46, 97–113).

Consider this finding in light of the chapter
discussion.

3. You work for Toxic Waste, Inc. Given the
evidence that the market can respond well
to a company name change, suggest a new
company name to the CEO, and explain why
you think it might positively impact the
share price.

4. Suppose a particular investment is believed
by management to be a negative-NPV under-
taking, but many shareholders believe other-
wise, holding the view that investments of
this type are value-creating. What should
be done? Discuss in the context of the heu-
ristic model presented in the chapter.
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5. A company has 1,000,000 shares outstand-
ing trading at $15 apiece. Managers believe
that the discount rate appropriate for the
risk borne is 15% and total cash flows,

expected to be $1 million next year, will
rise by 5% per year indefinitely. Discuss a
strategy that is beneficial to the current
shareholders.
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16BEHAVIORAL

CORPORATE FINANCE
AND MANAGERIAL
DECISION-MAKING

16.1 INTRODUCTION

Initial interest in behavioral explanations of financial decisions was primarily in the
realm of choices made by investors. Of late, more attention has been paid to sub-
optimal decisions made by firms’ managers and entrepreneurs.1 The stress has
been the extent to which overconfidence impacts the decisions of these individuals.2

In the following section, we begin with possible mistakes in the capital budgeting
process potentially caused by cognitive and emotional forces. Next, in Section
16.3, after citing some evidence that managers are no different from the rest of the
population in terms of their overconfidence, we turn to the consequences. Much
research has been devoted to the impact of overconfidence on various forms of
investment. In Section 16.4, we will focus on overinvestment, investment sensitivity
to cash flows, mergers and acquisitions (M&As), and start-ups.3 Finally, we briefly
consider whether managerial overconfidence has a positive role to play.

16.2 CAPITAL BUDGETING: EASE OF PROCESSING, LOSS AVERSION
AND AFFECT

It is likely that behavioral flaws impact capital budgeting decisions. Specifically, we
consider the still wide-spread use of (patently inferior) payback as a project selec-
tion technique, the tendency to throw good money after bad (sunk costs), and the
proclivity to allow irrelevant information to influence project adoption.
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PAYBACK AND EASE OF PROCESSING

Conventional finance theory demonstrates that, when properly applied, net present
value (NPV) is the optimal decision rule for capital budgeting purposes.4 Yet a
number of surveys show that managers often utilize less-than-ideal techniques, such
as the internal rate of return (IRR) and, even worse, payback.5 It has been sug-
gested that one reason for the durability of such rules is that they are easier to pro-
cess and are more salient.6 The desirability of getting your money back quickly (as
reflected in payback) is obvious to even the most unsophisticated observer, though
many do not realize that any payback benchmark can only be arbitrary. Somewhat
less intuitive is IRR, but a comparison between the project’s estimated return and its
cost of capital is still quite compelling. NPV, which is all about value creation, is
perhaps a harder concept to grasp. So it is possible that psychology is playing a
role in the sometimes weak capital budgeting technique choices that are made.

ALLOWING SUNK COSTS TO INFLUENCE THE ABANDONMENT DECISION

Due to loss aversion, people will take steps to avoid “booking” a loss. Managers
are no different. There is evidence, for example, that slightly negative earnings an-
nouncements are rare.7 This is likely because they are, if possible, “managed
away.”8

Mental accounting suggests that if an account can be kept open in the hope of
eventually turning things around, this will often be done. In the context of capital
budgeting, suppose a prior investment has not gone as well as anticipated. Proper
capital budgeting practice is to periodically assess the viability of all current invest-
ments, even proceeding with their abandonment when this is a value-enhancing
course of action. The problem with abandonment, however, is that it forces recog-
nition of an ex post mistake.9 But because of loss aversion, it may happen that
managers foolishly hang on, throwing good money after bad.

The market seems to sense the problem. One study indicates that announce-
ments of project terminations are usually well received.10 One well-known example
of a company hanging on too long is Lockheed (which the government ended up
bailing out) and its L-1011 airplane project. When the firm eventually announced
abandonment, the market pushed up its stock price by 18%.

High personal responsibility in the original investment decision increases the
resistance to project abandonment.11 This seems to be due to the greater regret
that would be induced by “admitting defeat,” as compared to the feeling of cutting
losses and getting back on track that a new manager without the same level of
emotional commitment to the project would feel. A takeover can facilitate such
fresh thinking.12

ALLOWING AFFECT TO INFLUENCE CHOICES

Is it possible that emotion impacts capital budgeting decisions? Since emotion plays
a role in so many other realms, financial and otherwise, it would not be surprising
to see it wield influence here. Direct evidence is likely to be anecdotal at best, since
it is not clear how to calibrate a manager’s emotional state.13
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Experimental treatments, despite some limitations, can thus be helpful in filling
the gap. Thomas Kida, Kimberley Moreno, and James Smith performed such an exer-
cise.14 A total of 114 managers (or individuals with similar responsibilities) served as
subjects. They were presented with one of five treatments where they had to make a
choice between two internal investment opportunities. In four of the treatments, the
choice was between one alternative with a higher NPV and a description inducing
negative affect, and a second alternative with a lower NPV but a neutral description.

As an example, in scenario 1, participants were told that they were divisional
managers deciding between two product investments, each of which would require
working with a different sister division run by two different managers. While the
description clearly stated that both managers had strong reputations for perfor-
mance, in one case the manager in question was characterized as being arrogant
and condescending in interactions with people. Nevertheless, financial information
was provided indicating that the project, if done with this individual, would gener-
ate a set of cash flows leading to a higher NPV than the other project. The other
three negative affect scenarios were similar in their attempt to elicit a negative
mood or emotion. The final treatment had neutral descriptions attached to both
investment projects.

Table 16.1 shows what occurred. While in the control group the majority of
subjects chose the higher-yielding project, in all four negative treatments the

TABLE 16.1 CAPITAL BUDGETING CHOICES IN AN EXPERIMENTAL CONTEXT

Experimental scenarios
Negative affect

choice Neutral alternative

Scenario 1

Number 6 21

Percentage 22.2% 77.8%

Scenario 2

Number 2 15

Percentage 11.8% 88.2%

Scenario 3

Number 6 28

Percentage 17.6% 82.4%

Scenario 4

Number 3 12

Percentage 20.0% 80.0%

Control group

Number 16 5

Percentage 76.2% 23.8%

Source: Kida, T. E., K. K. Moreno, and J. F. Smith, 2001, “The influence of affect on managers’ capital-budgeting
decisions,” Contemporary Accounting Research Volume 18 Issue (3), 477–494. © The Canadian Academic Account-
ing Association.

BEHAVIORAL CORPORATE FINANCE AND MANAGERIAL DECISION-MAKING 281



opposite happened: situations associated with negative affect were avoided to the
point of accepting value destruction.

16.3 MANAGERIAL OVERCONFIDENCE

It would be surprising if managers of corporations were markedly different from
the rest of the population in terms of their overconfidence. Indeed, there is abun-
dant evidence that managers, like investors, are egregiously overconfident. One
study found that managers tended to predict stronger performance for their opera-
tions than actually occurred.15 Excessive optimism in project cost forecasts is en-
demic.16 When CFOs predict market movements, only 40% of realizations fall
within 80% confidence intervals.17

The process of CEO selection and monitoring also likely rewards and en-
courages overconfidence.18 For one thing, CEOs are “tournament winners,” and
often such winners only become winners because they take chances. Additionally,
it can be argued that normal corporate governance exacerbates any latent tenden-
cies in this direction. There are two forces here. First, generous executive compen-
sation (often only weakly related to firm performance) signals success. Greater
overconfidence can result because of associated self-attribution bias. Second, the
tendency for boards to be overly deferential and for investors to employ the “Wall
Street rule” (sell if unhappy with management) also plays to managerial
overconfidence.

Various managerial behaviors have been attributed to overconfidence. For ex-
ample, research indicates that overconfident managers tend to miss earnings targets
in voluntary forecasts, and, as a result, display a greater proclivity to manage
earnings.19 In the next section, we turn to the impact of overconfidence on invest-
ment behavior.

16.4 INVESTMENT AND OVERCONFIDENCE

OVERINVESTMENT

Itzhak Ben-David, John Graham, and Campbell Harvey utilized an extensive quar-
terly survey of CFOs over a six-year period, which, among other things, asked for
90% confidence intervals for 1-year-ahead and 10-year-ahead market returns, as
well as respondents’ optimism levels for the economy and prospects for their own
companies.20 The advantage of this survey is that it elicited two separate overconfi-
dence metrics: one based on miscalibration (which they call overconfidence) and
the other based on excessive optimism. These researchers then acquired data on
the companies for which these CFOs were employed so as to be able to correlate
overconfidence metrics with firm-level behavior. While CFOs do not make unilat-
eral decisions, it is logical to believe that they will have a major say in decisions of
a financial nature. It was possible to conclude that overconfident managers invest
more. In the next section, evidence is presented that the investment strategy of
overconfident managers can be suboptimal.
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INVESTMENT SENSITIVITY TO CASH FLOWS

Empirically, it has been established that there is a positive relationship between cor-
porate investment and cash flow.21 Under perfect markets and market efficiency,
this should not be observed. If a positive-NPV project is identified, investment
should proceed whether or not internal funds are available.

Two traditional explanations for such investment distortions have been put
forth. First, it has been suggested that the potential misalignment of managerial
and shareholder interests induces overinvestment when free cash is available, as
managers are keen to empire build and provide themselves perks.22 Second, an
asymmetric information view purports that the firm’s managers, acting in the best
interests of shareholders and noticing that the company’s shares are undervalued,
will not issue new shares to undertake investment projects.23 In both cases, invest-
ment and cash flows will be positively correlated.

An overconfidence “story” has also been suggested for this stylized fact by
Ulrike Malmendier and Geoffrey Tate.24 Excessively optimistic managers often
overestimate the returns to investment projects. As a result, if they have excess in-
ternal funds, they will tend to overinvest. If they lack internal funds, however, per-
ceiving that the market is undervaluing the firm’s stock, they will not invest. Thus
excessive optimism may be able to explain the cash flow-investment relationship.
Malmendier and Tate empirically explored this possibility using naturally occurring
data. Of course, the difficulty in operating in the field is that agents’ levels of over-
confidence are not readily observed. Thus, they must be inferred. Recall, for exam-
ple, that Barber and Odean proxied overconfidence by trading activity.25

Malmendier and Tate accomplish the task of generating reasonable proxies for
overconfidence in several clever ways. They argue that overconfident managers,
thinking that their firms will perform well in the future, are happy to expose them-
selves to own-firm-specific risk even when diversification gains are available. CEOs
often receive stock and option grants as compensation. This is done so that share-
holders’ and managers’ interests are aligned. While there are limitations as to when
options can be exercised, at some point managers do have the ability to exercise
them. One metric these researchers use for overconfidence is the tendency to volun-
tarily hold a large number of in-the-money options (that optimally from the stand-
point of diversification gains should be exercised, but that are still being held).26

The empirical results turned out to be consistent with the predictions of these
researchers. Table 16.2 provides several key regression results illustrating this.27

Firm-level investment is regressed on the following: cash flows; the market value
of the assets over the book value of the assets, or Tobin’s Q (which is a standard
performance measure); overconfidence (as proxied by the tendency to hold options
longer than optimal); and the interaction of the latter and cash flows. The first
displayed regression excludes the overconfidence variable and its interactive term.
As previous work has indicated, investment increases with cash flows and
Tobin’s Q.28 The second regression incorporates overconfidence and the interaction
of overconfidence and cash flows. To interpret, the coefficient on cash flows pro-
vides the sensitivity of investment to cash flows, and the latter plus the coefficient
on the interactive term provides the comparable sensitivity for overconfident man-
agers. Since the coefficient on the interactive term is significantly positive, it is clear
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that the sensitivity of investment to cash flows is higher for overconfident managers.
This is consistent with the hypothesis that overconfident managers, despite what the-
ory suggests, are more influenced by cash flows than less overconfident managers.

MERGERS AND ACQUISITIONS

Survey evidence documents that overconfident managers appear to be more active
on the M&A front.29 Malmendier and Tate, in related research, investigate
whether naturally occurring data support this, and, if so, whether success results
from this heightened activity.30 To be sure, as a group, acquiring firms do not ap-
pear to serve their shareholders: during 1980–2001, $220 billion was lost immedi-
ately after bid announcements.31

At the outset, it needs to be noted that it is not obvious that overconfidence
should lead to more mergers. The reason is that there are two conflicting motiva-
tions. First, most obviously, managers embodying this tendency will overestimate
synergies and their ability to stickhandle problems. This encourages merger at-
tempts. Second, discouraging mergers, because overconfident managers see their
firms as undervalued, they are less likely to engage in such activity if transactions
must be externally financed. It is not clear on balance which force predominates.

Using the same proxy for overconfidence as in their earlier study, Malmendier
and Tate document that the former force has the greater impact.32 Referring to Fig-
ure 16.1, we see that in all but two years of their sample overconfident managers
engage in more M&A activity. Consistent with their previous study, the impact of
overconfidence is greater for firms with abundant internal resources.

The market has a sense of the value destruction wrought by overconfident
managers. While the typical market response to an announcement of a merger at-
tempt engineered by a less overconfident manager is a drop of 12 basis points,
managers subject to an inflated sense of their ability witness a (much larger) 90-
basis point drop.

Various alternative explanations for these findings are considered. The same
behavior could result from greater risk-seeking or agency (empire-building) consid-
erations. The authors, however, argue that the first is difficult to reconcile with an

TABLE 16.2 REGRESSIONS OF INVESTMENT ON CASH FLOWS AND OVERCONFIDENCE

Coefficient estimates and t-statistics

Independent variable Regression (1) Regression (2)

Cash flows 0.6419 (7.19) 0.6729 (7.56)

Q 0.0635 (6.54) 0.0656 (6.79)

Overconfidence — −0.0351 (1.35)

Overconfidence * cash flows — 0.1648 (3.39)

R2 0.56 0.56

Source: Malmendier, U., and G. Tate, 2005, “CEO overconfidence and corporate investment,” Journal of Finance 60,
2661–2700. © Wiley Publishing, Inc. This material is used by permission of john Wiley & Sons, Inc.
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observed preference for cash acquisitions; and the second is not easy to tally with
CEOs’ personal overinvestment.

John Doukas and Dimitris Petmezas provide robustness checks along several
dimensions.33 First, they investigate U.K. merger activity between 1980 and 2004,
concentrating on the acquisition of private firms.34 The United Kingdom is an ap-
propriate market to investigate since it has, after the United States, the most merger
activity: indeed, 65% of European transactions occur there. Second, they utilize al-
ternative proxies for overconfidence. One is based on the argument that only egre-
giously overconfident managers engage in a spate of deals within a short period of
time. On this basis, they classify managers as overconfident if they complete at
least five deals within three years.35 They are able to conclude that overconfident
bidders realize lower announcement returns than their counterparts. Further,
poorer long-term performance results.

START-UPS

It is well known that businesses, especially small ones, fail at an alarmingly high
rate. One study reports that 81% believe their chance of success is 70% or better,
while 33% are sure (as incredible as this may seem) that they will succeed.36 It
turns out though that 75% of new businesses fail within five years. A likely reason
for such misguided expectations is overconfidence. Excessive optimism may mistak-
enly lead people to think that the market is crying out for their goods and services,
and a better-than-average effect may lead entrepreneurs to think that, even if
industry-wide opportunities are limited, they will still beat the odds. Venture capi-
talists, whose expertise is in the realm of identifying profitable opportunities, are
also subject to overconfidence.37

FIGURE 16.1 Merger Activity by Overconfident and Other Managers
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As we have discussed before, overconfidence requires a proxy, and indeed sev-
eral clever ones have been used. But these require a track record or visibility, which
many entrepreneurs do not possess. While it can be observed that entry seems to be
excessive, it is not clear what the characteristics of the entrepreneurs are who are
entering an industry, and how they compare to those who are staying out. So field
tests are problematic. As we have mentioned previously, an experimental setting, in
allowing for environmental control, allows us to isolate factors of potential impor-
tance. Colin Camerer and Dan Lovallo performed an experiment, where subjects
had to choose, over multiple rounds (periods), whether or not to enter markets.38

Payoffs to participants were dependent on the number of entrants in a given pe-
riod. This is realistic since, in naturally occurring markets, payoffs are higher
when fewer people (or businesses) enter an industry. While the rules were known,
the task was not easy since, given the noncommunicative nature of the environ-
ment, no one knew how many competitors would also enter in a given round.

Previous experiments of this type had been conducted with the following setup.
An appearance fee was received by all participants. Suppose this value is $10. In
the event of non-entry into the market, participants keep the fee. Entry, on the
other hand, risks losing some of (or all of) this fee. At the same time, a positive
profit is possible as a result of entry. N players choose whether to enter a market
in a given round; c is the market capacity; and E the number of players who actu-
ally choose to enter. Then the profit function is specified as follows:

16.1 Profit = ½$10=ðN − cÞ� * ðc − EÞ

In these earlier formulations of the experiment, all of the “E” entrants earned the same
payoff. Suppose c = 8 and N = 16. If E = 4, then the four entrants earn $5 each (tak-
ing home $15). Industry profit is $20 (4 * $5). On the other hand, if E = 12, then the
12 entrants lose $5 each, implying that industry profit is −$60 (12 * (−$5)). Industry
profit is zero if c = E. When such experiments were run, E was typically close to c,
implying the familiar zero-profit condition of microeconomics.

Camerer and Lovallo made the following key adjustments to incorporate over-
confidence into this setting:

1. Profit depended on subjects’ ranks (r) in the following fashion:
a) the first c entrants in rank received:

16.2 Profit = $50* ½ðc + 1 − rÞ=ð1 + 2 + … + cÞ�;where r = 1; 2; 3…c

b) all entrants with rank lower than c received:

16.3 Profit = −$10

For example, given c = 3 and E = 12, we have:

16.4
r = 1: Profit = $25; r = 2: Profit = $17; r = 3: Profit = $8; r = 4; 5…12:
Profit = −$10

Note that if, as here, E > c+5, the industry profit is negative (here it is −$40).
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2. Subjects’ ranks depended on either a random device or skill, where skill was
assessed after the completion of the experiment using either brain teasers or
trivia quizzes (involving current events and sports).

3. Subjects in some experiments (but not all) were told in advance that the
experiment depended on skill. When told, subjects were consciously
“self-selecting” into this environment.

4. Subjects forecast the number of entrants in each period.
5. Entry decisions were made in two rounds of 12 periods each, with ranking

being skill-based in one round and random in the other.
6. Market capacity was as follows: c = 2, 4, 6, and 8.

Only at the end of the experimental sessions did subjects do their skill-testing puz-
zles and trivia quizzes, after which one period (out of the 24) was randomly chosen
as the payoff period. The only feedback subjects received during the course of the
experiment was the number of entrants after each period. Assuming risk neutrality
and no feelings of skill (or good luck) on the part of participants, the mixed-
strategy equilibrium is to enter a market randomly [(c + 5)/N]% of the time (which
implies an expected overall profit of zero).

Table 16.3 provides the key results. The main issue under investigation is
whether or not there is a tendency to enter a round more freely when one’s profit
is determined by skill. If people had a true picture of their skill relative to the skill
of others, there would be no impact. The reason is that, while those more skillful
(and in knowledge of this) would be more likely to enter, those less skillful (and in
knowledge of this) would be less likely to enter. On balance, these tendencies
should cancel out. Focusing on the column on the right, when regular instructions
were used, the random-versus-skilled differential profit was 8.96 (or 19.79 – 10.83),
suggesting additional entry when the payoff was to be determined by skill. The dif-
ferential was even greater when self-selection instructions were used. In this case, the
random-versus-skilled differential profit was 27.92 (or 13.96 – (−13.96)). The overall

TABLE 16.3 AVERAGE INDUSTRY PROFIT BY ROUND AND CONDITION

Round

Rank
condition

1 2 3 4 5 6 7 8 9 10 11 12 Avg.

Regular instructions

Random 15 25 15 27.5 12.5 12.5 17.5 27.5 17.5 22.5 20 25 19.79

Skill 15 2.5 15 17.5 7.5 0 17.5 5 10 12.5 10 15 10.83

Self-selection instructions

Random 20 15 15 15 12.5 17.5 7.5 20 7.5 10 7.5 20 13.96

Skill −12.5 −20 −15 −12.5 −22.5 −17.5 −25 −5 −17.5 −2.5 −12.5 −5 −13.96

Source: Camerer, C. F., and D. Lovallo, 1999, “Overconfidence and excess entry: An experimental approach,” American Economic Review 89,
306–318. © 1999 American Economic Review. Reproduced with the permission of the publisher and the authors.
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average differential was a highly significant 18.43 (or 16.87 – (−1.56)), consistent
with the main hypothesis tested in the paper.

The fact that the differential was significantly higher under the self-selection
treatment was argued to be consistent with a reference group neglect effect.
Though this particular design was likely to lead to a more highly skilled group vo-
lunteering to participate, this same group seemed to forget the fact that others in
the group were also more likely to be superior in terms of skill and, for this reason,
keen to “play the game.”

One possible non-behavioral reason for excessive entry into markets that the
authors were able to eliminate is “competitive blind spots,” that is, the tendency
to enter a market and then be surprised by the amount of competition—without
any feeling of great personal skill. Such a view would lead to a prediction of posi-
tive profit in the skill treatments, implying that the actual negative or low profits
came as a surprise. The reality proved to be otherwise, as subjects consistently pre-
dicted higher profits for the random periods than for the skill periods. Thus, while
people expected low (or negative) aggregate profits in the skill rounds, they ex-
pected that they themselves would do well.

16.5 CAN MANAGERIAL OVERCONFIDENCE HAVE A POSITIVE SIDE?

As we have suggested elsewhere, overconfidence may have a positive aspect. A
moderate level of overconfidence could have a salutary side, if it leads to elevated,
concentrated effort.39 In the context of principal-agent theory, this can alleviate the
moral hazard problem due to the non-observability of the agent’s effort.40

Further, since managers can be more risk averse than shareholders might like,
overconfidence can counteract this tendency, moving the firm toward what is desir-
able.41 Aside from obvious potential impacts on investment, capital structure may
also be affected. Dirk Hackbarth has formulated a model where otherwise rational
managers are not only excessively optimistic about their firm’s prospects, but also
overly sure about their views.42 This model suggests that managerial overconfi-
dence is positively correlated with debt issuance, because optimism about future
cash flows leads to a belief that there will be little problem in covering interest pay-
ments. Ironically, the natural tendency to shy away from debt because of job con-
cerns (which is value-destroying because the benefits of debt are not exhausted) is
counteracted by overconfidence.

Finally, it has even been suggested that overconfidence among entrepreneurs,
even if personally deleterious, might be socially beneficial, because entrepreneurial
activity can provide valuable information to society (unlike herders, who provide
no information).43 In this sense, it serves a valuable evolutionary purpose.

CHAPTER HIGHLIGHTS

1. Because of ease of processing, inappropriate capital budgeting techniques may
be favored. Because of loss aversion, managers may throw good money after
bad. And because of affect, emotion sometimes gets in the way of optimal
managerial decision-making.
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2. There are many markers of managerial overconfidence. One is the tendency
to hold on to in-the-money options too long.

3. Managerial overconfidence likely leads to various forms of investment
distortions or overinvestment.

4. Aside from too much capital spending, overinvestment manifests itself in
tendencies toward excessive M&A activity and to be too quick to undertake
start-ups.

5. An example of an investment distortion is allowing the availability of internal
funds to dictate whether investment should go ahead.

6. Overconfidence may have a bright side, though, in particular because it
“corrects” excessive managerial risk aversion.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Payback and NPV
b. Holding in-the-money options too long

and engaging in frequent acquisitions
c. Random treatment and self-selection

treatment in Camerer and Lovallo
experiment

d. Risk aversion and overconfidence in
debt issuance

2. Investment activity is driven by both rational
value maximization and behavioral influ-
ences on the part of managers. Discuss.

3. In the Camerer and Lovallo experiment, let
N = 10 and c = 2. Specify the number of
entrants that maximizes industry profit.
What will this industry profit be? Specify
the number of entrants that minimizes indus-
try profits. What will this industry profit
be? What number of entrants leads to zero
industry profits?

4. In the Camerer and Lovallo experiment,
overconfidence leads to excessive entry into
markets. Do you believe that if a prospective
entrepreneur read this research she would be
more or less likely to undertake a start-up?
Explain.

5. You are a divisional manager. Currently you
are a member of a committee that is consid-
ering two product investments proposed by
two other divisional managers, Joe and
John. While walking over to the presenta-
tions, Joe seems rather arrogant. He men-
tions that he golfs with the CEO, is a key
player in the firm, and that you could really
learn a lot from him. In thinking over the
projects after the presentations, you find
that you are really leaning toward John’s
proposal even though the projects are quite
similar in terms of estimated cash flows and
risks. How can you explain this?
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17UNDERSTANDING

RETIREMENT SAVING
BEHAVIOR AND
IMPROVING DC PENSIONS

17.1 INTRODUCTION

One area where the lessons of behavioral finance are being employed to great effect
is understanding retirement saving behavior and improving pensions. This chapter
will help us understand some of the key issues. We begin in Section 17.2 by
describing an international movement toward pensions where employees are also
investors in the sense that they must monitor and control their own retirement
accounts. Unfortunately, employee-investors are often ill equipped for the task.
The problem facing them is a very difficult one. How much should be saved?
What asset classes should be invested in, and in what proportions? What specific
investment vehicles should be used? In Section 17.3, we address the issue of how
much one should save to be prepared for retirement. Unfortunately, saving can be
hampered by the fact that we are all subject to limited self-control and procrasti-
nation, even though the consequences can be quite damaging in this realm. In
Section 17.4, we turn to one of the most important decisions that all investors
need to make, the asset allocation decision. Nevertheless, many are confused by
this decision, suggesting the need for education. While education can help unso-
phisticated investors make more informed decisions, pension design improvements,
especially those capitalizing on such behavioral tendencies as procrastination and
loss aversion, seem to hold greater promise. The final section of the chapter dis-
cusses pension design innovations.
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17.2 THE WORLD-WIDE MOVE TO DC PENSIONS AND ITS
CONSEQUENCES

DBS VS. DCS

Over the last number of years, the pension environment around the world has been
evolving. Most notably, many developed countries have been moving from
employer-invested defined benefit (DB) pensions to employee-invested defined
contribution (DC) pensions. In a DB, the employer normally promises, according
to a formula, periodic payments subsequent to retirement, whereas, in a DC, the
employer along with the employee normally makes contributions into a retirement
account whose accumulation is a function of investment returns, without any guar-
antee as to what will be available after retirement. The United States has been a
leader in DC pensions, spurred by the passage of the Employment Retirement
Income Security Act (ERISA) in 1974 and changes to the Internal Revenue Code
(taking effect in 1980), which led to the burgeoning DC-like 401(k) market. Other
countries are now moving in the direction of DCs, including the United Kingdom,
Australia, Canada, the Netherlands, Sweden, and Chile.1

To get a sense of the shift, in the United States between 1975 and 2003 the
number of private defined benefit pension plans declined from 100,000 to less
than 31,000.2 Of those with pension coverage, 58% rely exclusively on 401(k)s or
comparable plans. About half of the rest rely just on a DB, with the other half
having both a DB and a DC.3 Those DBs that remain in existence are increasingly
being frozen to new hires or hard-frozen, in the sense that current members are not
able to accrue additional benefits.4

Before moving forward, some additional background on the nature of DBs ver-
sus DCs is in order. Suppose you are a DB member and your pension formula spe-
cifies that you are to receive 1.5% of the average of your salary over the last five
years times the number of years of service up to a maximum of 35 years. So, if
you earn $60,000 per year on average over the last five years of your employment,
and you were with the firm for 20 years, then your pension would be $18,000 per
year as long as you live. How does a firm manage this? Companies have a fidu-
ciary responsibility to set aside in a dedicated pension fund an amount sufficient
to pay future retirees what they have been promised. The managers of these pen-
sion funds in turn invest the money in stocks, bonds, and other appropriate assets,
so that the required growth can be achieved.

A DC is much simpler. Normally the employee and her firm make contribu-
tions into a pension account that is managed by the employee. Money can be in-
vested among a menu of professionally managed funds. Typically, a match will be
in effect. For example, if the employee sets aside 5% each payday, a 50% match
would entail the company supplying an additional 2.5% of salary. The amount of
money in the account at retirement is entirely a function of how much is contrib-
uted by both parties, and how successfully the money is invested. One option for
a worker on retirement is to take the lump sum in the account and to purchase an
annuity whose term corresponds to the worker’s expected remaining life span (plus
a few years as a hedge).
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What are the pros and cons of DB versus DC pensions? From the standpoint of
the worker, DB pensions are beneficial in that two important sources of risk are
avoided: market risk and longevity risk. First, because the benefit is defined, there
is certainty as to what lump sum or life annuity payment will be received on retire-
ment—regardless of how markets fare.5 Second, if one opts for the annuity, on re-
tirement the worker is certain that he will receive his pension payment until his
eventual death.6 If market risk and longevity risk are not borne by the worker,
they must be borne by the firm. Although longevity risk, assuming actuaries are
coming up with reliable mortality tables, can be diversified away fairly easily, mar-
ket risk cannot be. Time diversification can help with alleviating market risk, as
good and bad markets tend to average out. But persistent bear markets are not so
easy to deal with—poor markets in 2000–2002 and 2008–2009 have served to
send many DBs into underfunded status, the solution to which may require years
of good markets and higher contributions.

On the other side of the coin, DC pensions may be preferred by workers in
that they are more portable. This is important for the increasingly large cohort of
mobile workers, especially in the United States. Some also like the greater tangi-
bility occasioned by periodic statements and control over risk and investments.
Moreover, if investors believe that good markets are likely to follow good markets
(and we saw evidence of this in Chapter 8), then DCs can appear attractive in bull
markets—as was the case during the 1990s. For this reason, some of the shift to
DC (especially early on) came in response to worker preferences.

What about from the standpoint of the company? It is not hard to understand
the growing popularity of DCs in the corporate world. Pension contributions are
predictable and market fluctuations do not seriously impact the bottom line.

With the increasing popularity of DCs among employees and employers, are
savers better off with this type of plan? DCs can create serious difficulties for
some workers. First of all, if an employee has not deferred enough of her income,
or if investment returns have been below expectations, she may have insufficient
funds for retirement purposes. Moreover, on retirement, unless the worker pur-
chases a life annuity, there will always be the possibility of running out of money
(which means relying solely on government benefits or other external assistance).

Another concern is that investors may not design their portfolios in the best
manner to achieve their goals. If employees are insufficiently sophisticated to handle
their own retirement accounts, the result will be a cohort of employees reaching re-
tirement financially unprepared. There is some evidence that money managed by
investor-employees does not grow as much as money managed by the pros. One
U.S. study estimated that DB-invested money has outperformed DC-invested money
net of all fees by about 2% per year.7 In part this gap stems from DC money being
more actively managed, but without the performance to offset the fees. DBs are
sometimes indexed in those sectors where it is believed that risk-adjusted returns suf-
ficiently high to offset fees are unlikely. Also, mutual funds in the United States form
the basis of practically all DC investing, and such funds tend to have fee structures
higher than comparable institutional funds. Finally, some DC members appear to
take inappropriate amounts of risk or select portfolios that are not optimally diversi-
fied. Let us look at problems faced by employee-investors in more detail.
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PROBLEMS FACED BY EMPLOYEE-INVESTORS

Future retirees who manage their pension accounts act in most respects like other
retail investors, except in one regard: they are “drafted” for the job, as compared
to the willing cohort of amateur investors. For this reason, retirement account in-
vestors are likely to have lower levels of investment knowledge than those actively
choosing to invest on their own account. As evidence of this, the basics of risk and
diversification may not be understood: it is common to believe that an individual
security is less risky than a diversified equity fund market.8 As a result, the invest-
ment decisions that these employee-investors make are often suboptimal, and, inter-
estingly, the investors themselves realize this.9

There is another respect in which this group of investors is likely to be different
from their more willing counterparts. As our discussion of overconfidence in Chap-
ter 9 revealed, while willing investors often take too many actions, employee-
investors can become increasingly hesitant and even paralyzed when offered more
than a few asset choices.10 The result is not taking any action at all.11 And if they
do get around to investing, often they will rarely, if ever, adjust their holdings over
time.12

Two areas where employee-investors arguably have the most serious problems
will be stressed here. First, some in this group are not saving enough (with a smal-
ler group not saving at all). Second, employee-investors often have difficulty with
the fundamental investment decision, asset allocation. In the following section, we
document and discuss these problems. Later in the chapter, we will consider how
the lessons of behavioral finance can be utilized to ameliorate the problem.

17.3 SAVING WITH LIMITED SELF-CONTROL AND PROCRASTINATION

Why is it that many people are not saving enough? It comes down to those most
human of traits: limited self-control and procrastination. Classical economics
makes two assumptions that the behavioral sciences question. First, it is assumed
that agents make economically optimal choices.13 And, second, it is assumed that
they follow through and implement those choices. In the realm of saving for retire-
ment, both of these assumptions are tenuous. We begin by considering the first
assumption.

HOW MUCH NEEDS TO BE SAVED?

We have previously met homo economicus. This rational being has foresight and
plans for his retirement. Therefore, he needs to decide how much to set aside from
his pay each month in order to properly provide for his golden years. Let’s consider
how to approach the problem. It makes sense to work backward. How much an-
nual income is needed during retirement years? Normally, experts do not answer
this question by providing a dollar amount. Rather, they answer it on an income
replacement ratio basis. The latter is defined to be retirement income as a percent-
age of working (or employment) income. The reason this approach makes sense is
that, if your working income is $25,000, you have become accustomed to a certain
standard of living. And, if your working income is $100,000, you have become
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accustomed to another, much higher, standard of living. For most people, a reason-
able goal is to roughly maintain what they are used to. A common rule of thumb is
about 70% as an income replacement ratio. Why can you get by with less than
100% during your retirement years? For one thing, you will be moving from a pe-
riod of saving (to one of dissaving). Also, your children will be grown up so it is
likely you will have no one dependent on you. You won’t face work travel, work
dining, and work clothing expenses. For some people, 70% might be appropriate,
but in other cases it could be that higher (or lower) percentages are called for.

Let’s try a concrete example. Wendy Chan is 30 years of age, and she plans to
work until age 60. Her income is $50,000. To her credit, she has already amassed
$40,000 in retirement savings. She estimates that on retirement she will have
$8,000/year from external sources (e.g., subsidized public services for seniors, gov-
ernment health-care assistance such as Medicare, any DB pension payments, etc.).
So, as of right now, she can replace 16% of her income with these external sources.
The $40,000 of retirement savings when invested over time will help as well. But,
she will need to set aside additional funds on a regular basis to reach her goals.
The problem is to arrive at the percentage of her income that she needs to set aside
on a regular basis in order to have 70% replacement at retirement. Note that this
percentage can be a blend of employer/employee contributions. When she retires,
her plan is to buy an annuity that will make equal periodic payments until the end
of its term. She believes that a 30-year annuity is very likely to hold out until her
demise (estimated to be at age 90 or less).

To calculate what percentage of her pay she needs to set aside, that is, her
required deferral rate, we need to assume values for the following variables:
1) required income replacement ratio (70%); 2) working years (30 years); 3) years
of annuity (30 years); 4) wage growth (0%); 5) investment return on retirement
savings (5%); and 6) annuity interest rate (2%). Given all these values, we can ar-
rive at a required deferral rate of approximately 13%. Certain assumptions were
made to get to the answer. Indeed, a lot of uncertainty has been buried. For exam-
ple, because of health issues, she may not be able to work for 30 more years. On
the other hand, with good fortune, she may have more than 30 years in retirement.
What about wage growth, investment returns, and the annuity interest rate? Don’t
they seem on the low side? The answer here is that all our values (dollar figures
and returns) are in real (inflation-adjusted) terms. It is assumed that she has
reached the top of her career path and future pay increases will only occur due to
inflation, which explains the 0% wage growth. What about the investment return
of 5%? If we (reasonably) assume a 50/50 average stock-bond investment portfolio
mix, a real risk-free return of 2% and a 6% equity premium, then this 5% value
seems reasonable. And, the annuity interest rate comes directly from the (assumed)
risk-free rate of interest.

In Table 17.1 we show some additional deferral rate/income replacement ratio
combinations. Note that, even saving as early as 30, if she only saves 5%–6% of
her income, her income will be more than cut in half at retirement!

Now, while it is true that readers of this book will find such assumptions
heroic, you will not find the actual time value calculations to be overly challenging.
But many 401(k) plan members will have severe difficulties with the latter.
Fortunately, though, financial planners can be of assistance. Often one hears
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rules-of-thumb such as 10%–15% of pay, and in Wendy’s case, the midpoint of
this range will be about right. The bigger problem is described next.

LIMITED SELF-CONTROL

What about the assumption that people will follow through on their commitments?
There is abundant evidence that many people have problems. For example, after
the holiday season becomes a memory, many of us realize it would be nice to shed
a few pounds. Still, if the choice is between a piece of pie for dessert or pushing the
plate away, that is, between current gratification and deferred gratification, many
of us will opt for the former. After all, nobody likes to give up what is pleasant to
him. We know what the right choice is, but sometimes we can’t follow through.

People realize that they sometimes need self-imposed discipline and rules. They
also recognize that controlling their environment can be helpful. Continuing our
weight loss analogy, a diet is a set of rules. For example, one diet might specify
that one is not supposed to eat more than a certain number of calories per day, or
one is not allowed any dessert. Environmental control is important. If you are on a
no-dessert diet, it is probably not wise to accompany your friends to a dessert
restaurant.

There are many examples of self-control difficulties and associated commit-
ment devices. Can’t save enough for that vacation? Join a vacation club. Can’t
maintain a regular exercise program? Join a health club that insists on a long-term
contract. Can’t stop impulse spending? Cut up those credit cards. In the realm of
saving for retirement, planners have come up with the mantra “pay yourself first.”
For those who buy in, the money is taken off the top before temptation rears its
ugly head. The best way to operationalize such a saving program is to obviate the
need to resist paycheck temptation by automatic withdrawals at the source. This is
one reason for the automatic withdrawal mechanism commonly used for 401(k)s.

TABLE 17.1 DEFERRAL RATES VS. INCOME REPLACEMENT RATIOS

Deferral rate Income replacement ratio

5% 46%

6% 49%

7% 52%

8% 55%

9% 58%

10% 61%

11% 64%

12% 67%

13% 70%

14% 73%

15% 76%

Source: Calculations are based on assumptions in example in Section 17.3.
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EXPONENTIAL AND HYPERBOLIC DISCOUNT FUNCTIONS

Numerous experiments have shown that people (and animals) often act as if they
are using a hyperbolic discount function rather than an exponential one.14 To un-
derstand this, consider the following scenario. People are given a choice between
two payments: a small one at time t and a larger one at t+1. When t is far off, peo-
ple may prefer the bigger reward. But as t gets close to zero (now), the decision is
often reversed. For concreteness, many of us will choose $115 in two years over
$100 in a year, but at the same time will choose $100 today versus $115 in a
year. This is reflective of preferences that are dynamically inconsistent. In the con-
text of saving, many people will be keen to start a strict saving program next year.
“Just not today,” they will say.

Let us define ∂ as the subjective present value of a $1. This is the amount that
would make somebody indifferent between saving another dollar or spending an-
other dollar. The value ∂ is related to the individual’s rate of time preference, with
the relationship being:

17.1 ∂ =
1

1 + ρ

where ρ is the rate of time preference, and ∂ < 1. If we use the interest rate (or,
more generally, the discount rate) in this formula instead of the rate of time prefer-
ence, we have the objective present value of $1. The difference is that, while the in-
terest rate is market-determined, in 17.1 the rate of time preference is subjective
and individual-specific. It expresses preferences, not market outcomes. Say, for ex-
ample, that a particular individual would be indifferent between $10 now and $11
next year. This implies that ρ = 10% and ∂ is 0.909 (1/(1 + 10%)). If this individ-
ual at the present time has an extra dollar to either spend or save, she would save if
the interest rate were greater than 10%. On the other hand, if the interest rate were
less than 10%, she would spend the dollar.

What if the comparison were between $10 next year and $11 in two years?
Then we would need to know her subjective discount function. Classical econom-
ics, in comparing the perceived value of a dollar at different points in time, has typ-
ically used an exponential discount function. For an individual with such a
function, the subjective present value of a dollar received in one year is ∂; in two
years ∂2; in three years ∂3; and so on. The ratio of the subjective value of a dollar
at some point in time (say t) to its value one period further in the future is as
follows:

17.2 ∂ =
∂t

∂t+1
= ∂−1 = 1 + ρ; t ≥ 0

Notice that this ratio is the same at all points in time. In this sense, preferences are
dynamically consistent. If you like the idea now of saving a dollar in a year, you
will also like the idea now of saving a dollar now.

Somebody who likes the idea of saving a dollar in a year, but is not keen to do
it now, is said to have a hyperbolic discount function. Refer to Figure 17.1 where
both exponential and hyperbolic discount functions are displayed. To arrive at the
exponential discount function in the figure, we have set ∂ equal to .951. The
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hyperbolic function has values {β, β∂H, β∂H
2, β∂H

3, …} where we have used β = .85
and ∂H = .964.15 Notice the initial steep decline in the hyperbolic discount function,
followed by something that looks a lot like the exponential function. Hyperbolic
discounters exhibit standard preferences when comparing money at two different
future points in time, but they have problems when one of the sums to be com-
pared is immediate. This is because the ratio of the subjective value of a dollar at t
to its value one period further in the future is β for t = 0 and ∂−1H for t ≥ 1. In other
words, it is not constant. If β < ∂H, at interest rates implying intermediate values
only postponed saving will occur.

This is the self-control problem writ large: sure, a diet is no problem—as long
as I can start tomorrow. By the way, returning to our $115 versus $100 choice, no-
tice that using the exponential function leads to a consistent choice of the higher
sum of money. On the other hand, using the hyperbolic function leads to deferred
gratification—but only if the deferral is deferred.

PROCRASTINATION

Procrastination is closely linked to self-control. As we have seen, often financial de-
cisions require careful analysis. It is not just a matter of exerting self-control in sav-
ing, but we also must decide how much to save and which savings vehicles to
utilize. We have already mentioned that 401(k)s often provide a very wide choice
of funds. With procrastination, even though people realize that postponing invest-
ment decisions can be costly, decision-postponement or procrastination might still

FIGURE 17.1 Hyperbolic vs. Exponential Discount Functions
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occur because there is an immediate cost to be incurred in terms of time and effort.
In fact, it has been suggested that the bigger the stakes, the worse the procrastina-
tion.16 Intuitively, big decisions are more complex, and the immediate cost of con-
fronting them may encourage ongoing procrastination.

EVIDENCE ON RETIREMENT PREPAREDNESS

The evidence is fairly strong that most people are not saving enough—and they
know it. For example, in one survey, 76% of respondents believed they should be
saving more for retirement.17 When retirement occurs there is often a dramatic de-
cline in income. Of course, one must be careful to not too quickly attribute this to
irrationality. Theory, after all, does not say that consumption should be smoothed.
Rather, it says that the marginal utility of consumption should be smoothed. Re-
tirement may lead to a change in circumstances and tastes: for example, there
might be a reduced desire for expensive leisure activities and travel. Such a possibil-
ity has been investigated, but, since no rational reason for such a large consump-
tion drop could be unearthed, the logical inference to be drawn was that an
unexpected decline in consumption occurred for many people.18

One can question whether substantial drops in consumption actually make re-
tirees less happy.19 It turns out that once health-related issues are controlled for,
despite the hefty declines in income that occur, there is no discernible difference in
reported well-being. The explanation may be that people overestimate their retire-
ment needs. Alternatively, resilience to changing circumstances may be underesti-
mated, and the correlation between consumption and happiness is overestimated
by many people.20 This caveat notwithstanding, a precipitous drop in income (as
opposed to a moderate drop) is not a fate that would be welcomed by many.

17.4 ASSET ALLOCATION CONFUSION

DOCUMENTING THE PROBLEM

One finding that has been particularly troubling is that many future retirees do not
seem to understand asset allocation. In other words, they do not understand how
to select assets whose aggregate risk lines up with their risk tolerance. What makes
this confusion potentially damaging is that it is often observed that the asset alloca-
tion decision is the most important one for an investor’s long-term portfolio
performance.21

One way to ascertain whether people are having problems in this regard is to
see if they exhibit consistency in their choices when they are forced to make their
opinions known. As we have seen, when individuals are unsure, they often rely on
heuristics that allow them to make what to them seems a reasonable choice. The
diversification heuristic, whereby people when unsure automatically choose “a bit
of everything,” has been documented.22 Shlomo Benartzi and Richard Thaler have
provided evidence that this heuristic also appears to come into play for decisions as
important as asset allocation.23 University of California employees participating in
a survey, when told to allocate their money among five funds, of which four were
fixed-income and one equity, did so in a manner suggesting a 43% equity share.

UNDERSTANDING RETIREMENT SAVING BEHAVIOR AND IMPROVING DC PENSIONS 303



While there is nothing wrong with this in and of itself, in a second treatment, em-
ployees were told to allocate their money among five other funds, of which, this
time, four out of five were equity. This time the asset allocation suggested a (much
higher) 68% equity share. The obvious inference is that confused respondents al-
lowed the menu of options to have a major impact on their choice. Indeed, there
was the tendency on the part of some to put 1/nth of available money into all
n funds. For this reason, in this context, the diversification heuristic is sometimes
called the 1/n heuristic.

Behavioral regularities are observed across borders. In a Canadian survey of
DC plan members, respondents were asked to hypothetically allocate their pension
money among a “government bond fund,” a “corporate bond fund,” and a “stock
fund.”24 A second question was identical, except that the three choices were a
“bond fund,” a “growth stock fund,” and a “value stock fund.”

Figures 17.2 and 17.3 show the frequency distributions for these two ques-
tions. On the first question, when one of the three funds was an equity fund, the
mean equity share was 43%. On the other hand, on the second question, when
two of the three funds were equity funds, the mean equity share was a much higher
69%. Thus, based on survey evidence, it seems that many future retirees, both in
the United States and elsewhere, are confused by asset allocation decisions and
seem to be swayed by whatever fund menu is available to them. As we have dis-
cussed previously, the frame of the problem can affect the decision made, particu-
larly, as here, when knowledge levels are low.

But are actual asset allocation decisions made in a manner consistent with the
survey evidence? One reason to think that the problem should not be so severe is

FIGURE 17.2 Frequency Distribution of Equity Allocation When One Out of Three
Choices is an Equity Fund
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that actual decisions are “salient,” because they involve real money. For this rea-
son, people are liable to take greater care and even utilize informed advice.

The evidence is mixed. Benartzi and Thaler analyzed a database of the actual
decisions made by 1.5 million members across 170 plans, concluding that there is
solid evidence that the available choices affect allocations—when there are a lot of
equity funds, people tend to put more of their money into equities.25 On the other
hand, Gur Huberman and Wei Jiang show that greater precision is obtained (and
bias reduced) by examining individual versus plan-level data.26 They show that the
1/n heuristic holds in the sense that many people spread their money evenly among
all funds chosen—not over all available funds. Note that this version of the heuris-
tic can be quite rational. If someone’s correct asset allocation is two-thirds equity,
this can be accomplished by choosing two equity funds and one fixed-income fund
and then using the 1/n heuristic. They also show that menu effects are weak in the
sense that so-called plan-level equity exposure (the percentage of funds that are eq-
uity funds) and individual-level equity allocation (the percentage of money invested
in equity funds) are only weakly correlated. Notably, and consistent with surveys,
menu effects seem much stronger when there are 10 or fewer funds available, ver-
sus when 11 or more are offered.

ARE THERE “CORRECT” ASSET ALLOCATIONS?

If one wishes to encourage employee-investors to develop plans that will help them
achieve their goals, it is necessary to have some sense of what is best. The reality is
that there is no known exact allocation for any given individual that can be theo-
retically defended. In practice there can be substantial disagreement. While DB

FIGURE 17.3 Frequency Distribution of Equity Allocation When Two Out of Three
Choices are Equity Funds
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pension funds have historically opted for a 60/40 stock-bond mix, some commenta-
tors argue for a much higher (or lower) equity share.27

What does theory say? It is clear that the two principal normative demographic
factors are risk attitude and age. First, highly risk-averse individuals, purely be-
cause of personal preferences, will naturally choose a higher fixed-income exposure
in their portfolios. There is evidence that one proxy for risk attitude is gender, with
women being more risk averse than men.28 Second, as an individual ages and ap-
proaches retirement, her stock of relatively safe human capital declines, requiring a
lower equity exposure to maintain a fairly stable risk stance.29 Indeed, it is typical
for financial planners to recommend an equity share that not only conforms to an
investor’s risk attitude, but also declines one for one (1%/year) as people approach
retirement.30

According to the empirical evidence, some seem to act in a manner consistent
with theory.31 As expected, younger, more risk-tolerant males hold more stock.32

Additionally, higher-earning people hold more equity. This is logical in that income
should be correlated with one’s stock of human capital. Married individuals also tilt
toward stocks. One possible reason for this is that two-income families can afford to
take on more risk because of their greater ability to diversify labor-market shocks.
Those with high net worth lean toward equities. The causality is ambiguous: are peo-
ple wealthier because they have in the past been risk takers, or do they favor stocks
because they can withstand adverse market movements? Finally, seniority (which is
logically related to job security) is associated with risk taking.

Evidence has also been presented that risk taking versus age is a humped func-
tion.33 At first, people increase risk taking as they age, and, only later, after a max-
imum is achieved, does equity exposure begin to decline. This non-monotonicity is
consistent with recent theoretical advancements. If one’s income and stock returns
are positively correlated to a sufficient degree, then risk taking should increase
with time because of reduced hedging demand.34 Because of this, it is even possible
that on retirement an individual could increase equity exposure.35 Moreover, expo-
sure to nondiversifiable entrepreneurial risk is often more prevalent among the rel-
atively young.36 The same is true of leveraged real estate purchases and personal
illiquid projects such as private business start-ups.37

In sum, while it seems that some investors are acting according to normative the-
ory, the behavior of a large number of investors is inconsistent with predictions.
Sometimes it appears that they are putting far too much of their money in highly
risky asset classes (such as company stock). Sometimes it seems that they are putting
far too much of their money into low-risk investments (such as government bond
funds). In the next chapter, we review the traditional process of asset allocation de-
termination, which attempts to get people to take on the amount of risk that is right
for them. In the next section of this chapter, we consider how changes to pension de-
sign can be made that will give future retirees a better chance of meeting their goals.

MOVING TOWARD A SOLUTION

Let us assume that people, whether because of a lack of attention or knowledge,
or even irrationality, are not acting in an optimal fashion when it comes to retire-
ment and pensions. One approach is to simply argue that as long as there is full
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information disclosure, there need not be any further intervention. Some would
counter that this approach is problematic because if participants lack understand-
ing, information provision will not be enough and intervention is warranted. Ad-
mittedly, there is a paternalistic slant to this latter view.38 Assuming we go beyond
mere information provision, there are two principal ways to ameliorate the situa-
tion. The first approach is to provide the sort of education and advice that will
allow people to make judicious decisions on their own. The second is to redesign
DC pensions to allow savers to make good decisions with minimal intervention.

IS EDUCATION THE ANSWER?

While education in a broader context will be revisited in the next chapter, a few
words are in order now. Surely if future retirees receive some remedial education
they will be better prepared to take care of their retirement accounts. While the ev-
idence is weak and open to interpretation, researchers have documented a small
payoff to financial education among DC plan members. The key question is: Does
education cause behavior to change? Promisingly, some research documents that
workplace financial education increases saving.39

Nevertheless, interpreting the evidence can be problematic for several reasons.
For example, those attending educational seminars tend to save more—but where
is the causality? Maybe savers are more likely to go to seminars. Also, when people
attend seminars and fill out surveys of future intentions, afterward, while they may
say they will change behavior—for example, an increase in deferrals—it is impor-
tant to follow up and see that their procrastination has been successfully fought
off and there is indeed a change.

There are a priori reasons to believe that education will be a tough sell. To see
the problem, consider why university business students are normally quite receptive
to education. For one thing, they have consciously elected to obtain an education.
Also, persistent procrastination is not really an option for them, as exams loom on
the horizon. Many DC plan members are not equally receptive to education. As was
discussed in the previous chapter (in the context of investor types), many have little
or no interest in personal finance. Also, the prod of a deadline does not exist for
them—the deadline of interest to them, retirement, is quite far off to most of them.
Now, this is less true for those approaching retirement, but if such individuals are
just beginning to consider the matter carefully at this juncture, in most cases they
have left it until too late—just like a university student in a corporate finance princi-
ples course “cracking open” the text for the first time the night before the exam.40

17.5 IMPROVEMENTS IN DC PENSION DESIGN

A number of commentators have suggested pension design mechanisms to steer in-
dividuals in the direction suggested by normative theory. Automatic enrollment is
helpful in getting people to save. A program whereby people lock themselves into
scheduled deferral increases is effective in inducing people to save more. To encour-
age people to save with appropriate risk exposure, one strategy is to utilize asset
allocation-type funds, especially those designed to dynamically adjust asset alloca-
tion as individuals approach retirement.
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AUTOMATIC ENROLLMENT

The most fundamental problem afflicting voluntary savings programs like DCs is
that they are voluntary. This is why we find that older households (whose heads
were born between 1931 and 1941) with DB pensions seem to have adequate in-
come replacement ratios, and why there is now so much hand-wringing about to-
morrow’s (often DC) pensioners being egregiously ill-equipped for retirement.41

First things first: it is important that people begin to save.
Brigitte Madrian and Dennis Shea have documented that automatic enroll-

ment, a situation that exists when employees must negatively elect nonparticipation
in a company retirement savings plan (as compared to the traditional approach
where employees must positively elect participation in such a plan), is a powerful
mechanism to get people started.42 A Fortune 500 company decided to switch to
automatic enrollment as of April 1, 1998. No other salient features were altered in
its 401(k). Prior to the change, participation in the plan was limited to employees
with at least one year of tenure. While 15% of pay could be contributed, the first
6% was eligible for a 50% company match. After April 1, 1998, two changes
were made: first, all current employees were made immediately eligible, although
they still required a year of tenure to qualify for the match; and, second, all new
employees were immediately enrolled (unless they took active steps to do other-
wise). For this latter group, the deferral rate was set at 3%. Additionally, though
the company offered nine investment choices (which included a money market
fund, a bond fund, a balanced fund, and several stock funds), the fund that re-
ceived the money unless workers stated otherwise, that is, the default fund, was
the money market fund.

As shown in Figure 17.4, the participation rate skyrocketed. To interpret,
“NEW” workers were those hired in the first year under the auto-enrollment
scheme. The “WINDOW” employees were current employees who became imme-
diately eligible to join as of April 1, 1998, but without the required one-year ten-
ure to receive the company match. And, finally, the “OLD” group had between
one and two years of experience, which means they were already eligible and al-
ready receiving the company match if participating. Notice the stark differences
in participation between the NEW and WINDOW groups: 86% versus 49%.43

Clearly, auto-enrollment is effective in getting people to begin saving. The figure
is also useful for illustrating a service effect. Even without auto-enrollment, most
workers will eventually enroll, since, over time, they will realize the wisdom of re-
tirement saving. By 20 years or more of service, 83% had joined, notably though
a percentage still a little less than the NEW auto-enrolled group. So, for many,
the advantages of auto-enrollment are confined to the early years of their career,
but time compounding makes clear that these are important years for asset
accumulation.

Despite the obvious advantages, there is an important problem with an auto-
enrollment arrangement. Many of those so enrolled exhibit, through their inertia,
“default” behavior—that is, they tend to stick with the default deferral rate and
the default asset allocation. If the defaults are not chosen carefully, this can lead
to insufficient saving and inappropriate risk taking. In the case of the company
under study, a 3% deferral rate, though a start, will hardly lead to a well-funded
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retirement. And an account fully invested in a money market account will not have
the sort of risk profile needed to take advantage of time diversification and to move
people to reasonable income replacement ratios. Further, note that to fully take ad-
vantage of the company match, 6% saving is required, so defaulters will only
achieve half of the maximum match.44 While those who would not have otherwise
joined are still better off, worse off are those who would have joined anyway, but
at a higher deferral rate and with more appropriate asset allocation. While some
do get around to changing their behavior, endowment and endorsement effects
pull in the other direction. Endowment effects may lead someone to think that her
original (default) asset allocation is somehow ideal. And endorsement effects are
present when an employee believes that the company itself is making an implicit
recommendation in setting up the default in this particular fashion. Interestingly,
Madrian and Shea note a kind of herding as well. Those plan participants hired be-
fore the switch, but who only become participants after the switch, are more likely
to choose the money market account.

So, automatic enrollment does not seem to be the entire solution. As Madrian
and Shea note, “to turn automatic enrollment from a win-lose proposition to a
win-win proposition, employers must find ways to move employees into higher
contribution rates and more aggressive strategies.”45 The next two sections address
these two issues.

FIGURE 17.4 401(k) Participation by Tenure Subsequent to a Move
to Auto-enrollment
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SCHEDULED DEFERRAL INCREASE PROGRAMS

As we have said, while automatic enrollment may be a step forward, there is a sa-
lient disadvantage—those auto-enrolled often do not alter their deferral rate. If the
auto-rate is low (say 3%), the same inertia and procrastination that induce indivi-
duals to never join, or take their time in joining, a plan is likely to leave people at
this low deferral rate indefinitely.

Richard Thaler and Shlomo Benartzi have argued for the use of scheduled
deferral increase programs (SDIPs) to remedy this defect.46 The goal of such pro-
grams is to not only convince people to save, but also to convince them to save a
sufficient amount for a properly funded retirement. In a nutshell, firms employ fi-
nancial counselors who endeavor to persuade workers to sign up for a program of
deferral increases, which only begin to kick in at a future date. The essential ingre-
dient is the sort of commitment mechanism that we have discussed previously.
Recall, for example, that one way to lock oneself into exercising is to join a health
club. Here the twist would be to sign a contract to join a health club that is only
opening in (say) three months.

SDIPs are designed to capitalize on (rather than battle) the behavioral biases
that exist in this area. Typically they have four features. First, employees are ap-
proached to consider signing on well in advance of the commitment device taking
effect. Since people like to postpone unpleasantness (I will start exercising next
week), this strategy plays into people’s predisposition to do the right thing—just
not right now. Second, the commitment device is designed to take effect with the
employee’s next pay raise. This plays on loss aversion and money illusion. We
have discussed the former already. Those subject to the latter will think they are
better off if their pay rises purely because of inflation—in fact, they will be confus-
ing nominal and real (that is, inflation-adjusted) magnitudes. Since loss aversion is
likely to make a cut in take-home pay because of a deferral increase appear unat-
tractive, the trick is to match the deferral increase and a pay hike. For example, a
3.5% pay increase may occur at the same time as a 3% deferral increase. The
take-home pay will go up slightly. In reality, if (say) 2% of the pay hike is to offset
inflation (while the other 1.5% is productivity-based), then in actual fact there has
been a 1.5% real pay cut. Some people miss this because of “money illusion,” the
tendency to confound nominal and real wage (and price) changes.47 Third, deferral
rate increases are scheduled to continue to occur on subsequent pay increase
dates—until a preset maximum is reached. Inertia is the program’s friend, as riders
on the train are unlikely to actively ask to get off—especially when they can gradu-
ally see the benefits of participation in their growing account balances. Fourth, as is
standard with 401(k)s, employees can change their minds at any time. While legally
nothing else would be feasible, this feature does have the advantage of making it
easier to convince people to sign up in the first place.

Thaler and Benartzi report on the use of SDIPs in several pilots. In one at a
“midsize manufacturing company,” an investment consultant was hired to advise
315 employees eligible for the retirement savings plan. Of these, 286 agreed to
meet with him. Using commercial software designed to indicate what savings rate
was required to get people on target, he advised people to move to this deferral
rate. The one exception was when people seemed quite reluctant. In such cases, he
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suggested a deferral increase of no more than 5%. The advice of the investment
consultant was accepted by 28% of the employees. The rest were then offered the
chance to join the SDIP with deferral rate increases of 3% at every pay hike until
the preset limit was reached. Of these people, 78% opted to try the SDIP.

The program worked as planned. Table 17.2 tells the story.48 Those who were
convinced to join the program went from a pre-advice savings rate of 3.5% to
6.5% after the first pay hike, 9.4% after the second pay hike, 11.6% after the
third, and 13.6% after the fourth. These increments are less than 3% for two rea-
sons. First, some were reaching the preset maximum. Second, some decided to opt
out of the program mid-course. Nevertheless, they did not cut deferrals back to
original levels, so they were still better off. Gratifyingly, though, 80% remained in
the program through four pay raises. It is interesting to compare deferral profiles of
those accepting the financial consultant’s advice with those of individuals on the
program. Initially, the former save much more, but, from this point on, inertia
kicks in—negative inertia for those accepting the advice, because they never move
beyond their initial deferral increase (recall that for many the recommendation
was capped at 5%), and positive inertia for those on the SDIP, since to take no
action was to passively accept future deferral increases.

ASSET ALLOCATION FUNDS

We have seen that employee-investors often do not seem to understand asset allo-
cation. Moreover, they are prone to inertia. The first flaw implies that in the ab-
sence of advice they may choose a degree of risk taking that is very much
inappropriate for their circumstances. The reason that inertia is problematic is that
the appropriate degree of risk taking normally declines with age and proximity to
retirement. To use the conventional wisdom often cited by financial planners, one
should have an equity exposure equal to 100 minus one’s age. As Figure 17.5 illus-
trates, this implies something very different for a 65-year-old than a 20-year-old.

TABLE 17.2 AVERAGE SAVINGS RATES FROM AN SDIP PILOT

Those not
contacting
financial
consultant

Those accepting
recommended
savings rate

Those
joining
SDIP

Those
rejecting
SDIP All

No. 29 79 162 45 315

Pre-advice 6.6% 4.4% 3.5% 6.1% 4.4%

1st pay hike 6.5% 9.1% 6.5% 6.3% 7.1%

2nd pay hike 6.8% 8.9% 9.4% 6.2% 8.6%

3rd pay hike 6.6% 8.7% 11.6% 6.1% 9.8%

4th pay hike 6.2% 8.8% 13.6% 5.9% 10.6%

Thaler, R. H., and S. Benartzi. From “Save more tomorrow: Using behavioral economics to increase employee saving,” in Journal of Political
Economy, 2004, vol. 112, no. S1. © 2004 by The University of Chicago. All rights reserved.
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Let’s say that a 30-year-old begins employment and is sophisticated enough to
begin an adequate saving program with her 401(k). She receives good advice and
chooses a set of funds aggregating to 70% equity exposure and 30% fixed-income
exposure. Many providers offer a ladder of balanced funds that allow her to just
select a single fund—here a 70/30 fund—that will provide her the risk taking that
she is looking for. Other balanced funds in such menus could fall in equity-
exposure increments of 10, yielding 100/0, 90/10, 80/20, …, 20/80, 10/90, and
0/100 funds. Such funds are commonly called lifestyle funds.

Initially, all would be well and good. But with the passage of time, this inves-
tor’s asset allocation would tend to stray from target for two reasons. First, after
five years have passed, assuming no reallocation of assets and no asset growth, her
equity exposure would be 5% too low. Second, exacerbating the latter is the fact
that equity funds on average achieve higher growth than fixed-income funds due
to the reward that markets offer investors for risk taking. So, in reality, after five
years her equity exposure could easily be much more than 5% out of line. Now,
historically, it has been left up to plan members (and sponsors through communi-
cation and education) to monitor portfolios and to effect appropriate asset alloca-
tion adjustments. The problem, of course, is inertia. Evidence of this is that the
median number of asset allocation changes among DC plan members reported in
one study was zero.49

FIGURE 17.5 Recommended Equity Exposure as a Function of Age
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One solution that the market has started to adopt is the so-called life-cycle (or
target date) funds. The idea is quite simple. A single fund is chosen by the
employee-investor, which is not only appropriate initially in its risk-taking stance,
but which also dynamically adjusts its equity exposure with the passage of time.
One company, for example, cleverly markets these funds using target retirement
dates.50 For example, a 2025 fund could have been purchased by someone in
2005 who was planning on retiring in 20 years. Initially, the equity exposure
would have been in the neighborhood of 60%. After five years, it would drop to
55%, and so on, ending in 2025 with an equity exposure of about 40%. Such pro-
ducts are increasingly being offered by the industry.51

MOVING TOWARD THE IDEAL 401(K)

Of course no one really knows what the ideal 401(k) would look like. But, argu-
ably, it would incorporate lessons from the previous three sections. We have seen
the importance of defaults. Since many never stray from default behavior, the de-
fault should induce sufficient saving at an appropriate level of risk taking. There-
fore, the default should be one of automatic enrollment (to get people started
saving), graduated deferral increases up to a preset maximum (low enough at first
to convince people to stay the course, but moving over time to a deferral rate suffi-
cient to fund a reasonable income replacement ratio), and a suitable asset alloca-
tion fund as the investment vehicle. This way, those who never lift a finger would
end up with a retirement plan that is roughly appropriate for them to reach their
goals.

Of course one of the great advantages of 401(k)s is individual choice. An ideal
401(k) would create sufficient opportunity for such choice. Those wishing to take
more active control over their retirement planning should be offered a menu of
funds—both actively managed and indexed—which cover all asset allocation clas-
ses. This is especially important for those whose individual circumstances are such
that the defaults are not necessarily optimal for their circumstances.

CHAPTER HIGHLIGHTS

1. In large part spurred by a corporate desire to control benefit costs, there has
been a move in many countries to DC pensions where employee-investors
must manage their own pension accounts.

2. The rise of the 401(k) in the United States is a prime example.
3. Classical economics assumes that people make good choices and follow

through with them.
4. The first assumption is open to question given the great difficulty of the

retirement saving problem.
5. The second assumption is also debatable because of such human traits as

limited self-control and procrastination.
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6. Many people seem to have time preferences described by a hyperbolic
discount function, where the relative value of money today versus money in
one period (whatever its length) is greater than the relative value of future
money versus future money one period beyond.

7. Some employee-investors do not have a firm grasp of asset allocation, which
is especially worrisome since this is likely the most important investment
decision that future retirees have to make.

8. Education can help people make better decisions, but there are reasons to
be skeptical about its effectiveness. For one thing, those having the most
problems are often the ones least likely to participate.

9. Auto-enrollment has proven to be effective in getting people to begin a
regular retirement savings program.

10. Scheduled deferral increase programs have also been useful in encouraging
people to save an amount sufficient to move them toward their retirement
goals.

11. Lifestyle and life-cycle funds are a good fit for many in that complicated asset
allocation decisions can be painlessly avoided.

12. An ideal 401(k) would include both appropriate defaults and a selection of
building block funds for those who want themselves to assemble their own
portfolios.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. DCs and DBs
b. Auto-enrollment and SDIP programs
c. Exponential and hyperbolic discount

functions
d. Deferral rate and income replacement

rate

2. Sue is an exponential discounter. Her dis-
count function which illustrates her prefer-
ence for money at various points in time is
characterized as follows:

∂(t) = 1/(1.07)t for t = 0,1,2, …

Bob on the other hand is a hyperbolic dis-
counter. His discount function is:

∂ðtÞ = 1 for t = 0
= :8=ð1:03Þt−1 for t = 1; 2;…

a. What would Sue/Bob rather have: $1
today or $1.10 next year? Explain.

b. What would Sue/Bob rather have: $1
next year or $1.10 the year after that?
Explain.

3. If employee-investors are unsophisticated
and unlikely to be materially influenced by
educational efforts, the best way to improve
the welfare of employee-investors is pension
design. Discuss.

4. Would you rather have had a DB or a DC in
the summer of 2008? Explain.

5. Using the saving example in the text (Wendy
Chan), calculate the income replacement ra-
tio based on a deferral rate of 10% and an
investment return on retirement savings of
3.5%. (All other assumed values remain the
same.)
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18DEBIASING, EDUCATION,

AND CLIENT
MANAGEMENT

18.1 INTRODUCTION

Throughout this book we have seen that individual investors (not to mention more
sophisticated ones) are subject to bias and emotion. The result can be portfolios
that are not assembled optimally. In the last chapter we saw that employee-
investors are perhaps in the most precarious position.

This chapter begins in Section 18.2 by looking at various debiasing strategies
discussed in the psychology literature. These strategies can also be applied in the
context of financial decision-making. One obvious strategy with some evidence of
a payoff is education. In Section 18.3, we discuss how education can be enhanced
if we have knowledge of the psychological mindset of the investor. The last section
operationalizes this discussion for wealth managers whose clients may be subject to
bias and emotion. This is particularly important for the asset allocation problem.

18.2 CAN BIAS BE ELIMINATED?

The psychology literature addresses the problem of bias and explores potential
remedies. Let us begin by considering what is needed to eliminate bias.

STEPS REQUIRED TO ELIMINATE BIAS

Once people become “contaminated” by bias, that is, once their cognitive process
has been influenced by less than rational factors, a number of steps must occur be-
fore the bias is successfully expunged. These steps are:

1. Awareness of bias
2. Motivation to eliminate bias
3. Direction and magnitude awareness of bias
4. Ability to eliminate bias.
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Timothy Wilson, David Centerbar, and Nancy Brekke give an example of an
interviewer who forms a negative impression of a minority job applicant.1 While
not certain, the interviewer suspects that part of this negative view might have
been induced by past exposure to racial prejudice. Let’s apply the paradigm. First,
awareness of bias: the interviewer must become aware that unwanted processing
has occurred. This can happen due to introspection or because of a credible “lay
theory.” An example of the latter could be: “It is well known that this group has
suffered persistent racial prejudice, and many people not from this group are sus-
ceptible to it.” Note that, if the bias is more subtle and cannot easily be ascribed
to such a theory—say the interviewer has subconscious negative feelings toward
left-handed individuals and the interviewee, rather than being from a racial minor-
ity, is from a “manual” minority—then it is unlikely to be detected.

Second, motivation: the interviewer must be motivated to correct the bias. This
could be because the individual is a decent person who wants to do the right thing,
or there could be fears of job dismissal or litigation if persistent improper patterns
are uncovered.

Third, there needs to be awareness of the direction and magnitude of the bias.
Since racial prejudice can cause one to harbor negative impressions, the direction is
obvious, but the magnitude is not so easy to determine. It could be that the candi-
date was weak and his race had at most a slight negative impact on the inter-
viewer’s rating. Or, it could be that the candidate was quite good and bias
materially damaged his prospects. The problem in the former case is that corrective
matters might make the situation worse. Let’s say that on a 10-point scale the ap-
plicant deserved a 5. There was, however, minor impact from bias that pushed the
score down to 4.5. If the interviewer suspects significant bias and adjusts all the
way up to 8, then overreaction has occurred, and the “corrected” score is even far-
ther from the truth.

Fourth, ability: the interviewer has to be able to adjust his response, that is, he
must have mental control. It is always possible that even though bias is suspected,
the interviewer might not be able to disregard the negative impression so induced.

In the realm of financial markets, some of these conditions are easily met,
others less so. Take the example of someone who slavishly chases past results at
the cost of lost diversification. The first requirement, awareness, is a major hurdle.
Many people are simply not aware of the power of the recency bias to influence
their thinking. The second requirement, motivation, should be less of a problem.
Obviously with money on the line people should be easily able to rouse themselves
to action. The third requirement, direction and magnitude, is also problematic. The
direction is obvious, but the magnitude less obvious. As we have discussed, it does
make sense to look at (without being driven by) past performance, since it is a
weak predictor of future performance. But subtlety must be exerted: while momen-
tum has historically been a valid strategy, one must be careful to condition on the
correct past return interval. The fourth requirement, ability, should be a fairly easy
hurdle. One simply has to make the appropriate portfolio adjustments. The only
difficulty is if the account is managed by an external party (e.g., a broker) who is
part of the problem—this individual may attempt to provide counterarguments.

From this discussion, we see that bias elimination is a tricky process.2 For this
reason, exposure control, that is, managing one’s environment so that the bias
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takes hold only with great difficulty, may be the best solution. In the context of the
potential racial prejudice case, if the interviewer had never been exposed to state-
ments or actions reflecting bias, then it is unlikely that any contamination would
have occurred. The problem, though, is that such prejudice is often “learned” as
a child. Still, as an adult, the interviewer can avoid listening to those who espouse
biased views.

What about the investor subject to recency? The problem is that he is paying far
too much attention to the recent past. The appropriate advice—counterintuitive, since
it is wrong in most other domains, such as driving—is to pay less attention. He
shouldn’t check his stocks and brokerage accounts on a daily basis: well-spaced peri-
odic intervals are better. In what follows, we discuss environmental control further.

STRATEGIES FOR HELPING THOSE AFFECTED BY BIAS

When we detect that somebody else is affected by bias, how can we help? Baruch
Fischhoff suggests a taxonomy of debiasing strategies depending on the distinction
between “perfectible judges” and “incorrigible judges.”3 The former can learn to
overcome their biases, so for this group various remedial and educational measures
are called for.

To eliminate unwanted behavior in the perfectible, the following means, in in-
creasing order of intervention, are available:

1. Warn of problem
2. Describe problem
3. Provide personalized feedback
4. Train extensively.

Consider the ubiquitous problem of the miscalibration variant of overconfidence.
One could first warn those required to make judgments that many people have dif-
ficulty coming up with confidence intervals of the appropriate width, without indi-
cating the precise nature of the typical error. This sort of alert might lead to a
concentration of mind. The next step is to directly state that most people tend to
come up with intervals that are too narrow—in this sense, the mean member of
the population is overconfident. Still, some will merely think that it is only others
who are afflicted. Thus, the provision of personalized feedback, where people are
tested and shown to be miscalibrated, is a good next step.4 Finally, extensive train-
ing can move people in the direction of proper calibration. A number of studies
have validated the efficacy of the latter approach.5 One training technique that has
been demonstrated to be useful is having people list reasons why their preferred an-
swers might be wrong.6

How should we deal with incorrigible judges? To eliminate unwanted behavior
in this group, the following means are available:

1. Replace them
2. Recalibrate their responses
3. Build error into your planning.

As an example of the second, researchers have proposed a technique to externally de-
bias the predictions of overconfident forecasters, provided one has a history of their
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answers.7 Suppose overconfidence manifests itself in potential excessive optimism (or,
perhaps, pessimism) and miscalibration. Suppose you have a time series of some-
body’s forecasts of quarterly GDP growth over the previous 10 years. In addition to
providing point estimates, the individual has also been required to provide 90% con-
fidence intervals. Say for next month the expert predicts L, X, and U, which are the
90% lower bound, the point estimate, and the 90% upper bound for the change in
interest rates over the next month. How might we change these numbers to reflect
past experience? Let’s assume that on average the true value (X*) has been different
from the point estimate (X) by a factor β. Then the “debiased” point estimate, X*, is:

18.1 X* = βX

As an example, suppose average GDP growth has been 2% (annualized), but the
forecaster has on average predicted 2.5%. This implies β = 0.8. If for the next
quarter the prediction is 1%, it should be adjusted as follows:

18.2 X* = 0:8 * 1% = 0:8%

Further, the upper interval (the upper bound minus the point estimate) historically
has been too narrow by a factor of α(U). Then the debiased upper interval
would be:

18.3 U* − X* = αðUÞ * ðU − XÞ

Similarly, the appropriately debiased lower interval would be:

18.4 L* − X* = αðLÞ * ðL − XÞ

Say αðUÞ = αðLÞ = 1:5. This means that both the upper part of the confidence inter-
val and the lower part would both have to be expanded by 50%, which in turn
means that the entire confidence interval would have to be expanded by 50%.
Assume U = 2% and L = 0%, so U – L = 2%. The adjusted interval would have
to be increased to 3%. This means that the debiased confidence interval would
now be U* = 2.3% and L* = −0.7%.

With these adjustments, while the expert will still make mistakes, her adjusted
forecasts will at least have the appropriate amount of optimism/pessimism and be
properly calibrated. While recalibration can in principle be effective in such circum-
stances, if one lacks the required information to perform it and yet is aware that
significant error is likely to occur, then mistakes have to be planned for. One
approach could be to solicit alternate views or forecasts.

18.3 DEBIASING THROUGH EDUCATION

We now turn to how education can be used to debias people as they make finan-
cial decisions. We will see that psychology continues to be useful in this regard.
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PSYCHOGRAPHIC PROFILING, PERSONALITY TYPES, AND MONEY ATTITUDES

Some important questions in the context of financial educational design are the fol-
lowing. Which people are having the most difficulty? Who are those most subject
to behavioral bias? Do they have a specific demographic profile? Do they fall into
certain personality groups? Psychographic profiling, a common marketing tech-
nique, is the process of assigning individuals to groups based on personality, atti-
tudes, values, and beliefs. It is of use in this context because, if we know what
types of people are susceptible to what types of problems, we can channel our ener-
gies appropriately.

Probably the best-known psychographic profiling technique is the Myers-Briggs
Type Indicator personality assessment.8 According to Myers-Briggs, after filling out
a questionnaire, people can be slotted into one of 16 personality types. This is op-
erationalized by determining where people fall on the following four key attribute
scales:

1. E vs. I (Extrovert vs. Introvert): How do you interact with the world?
2. S vs. N (Sensing vs. Intuitive): What kind of information do you notice?
3. T vs. F (Thinking vs. Feeling): How do you make decisions?
4. J vs. P (Judging vs. Perceiving): Do you act in a structured fashion or

spontaneously?

Where people are situated across these types has been shown to be a useful pre-
dictor of such behavioral flaws as overconfidence and optimism, and may be
more revealing of true risk tolerance than standard risk tolerance questionnaires.9

The ESTP (extroverted-sensing-thinking-perceiving) personality type tends to be
the least risk averse and most overconfident (with ENTP, ESTJ, ISTP, and ESFP
coming in somewhat behind). On the other hand, the INFJ (introverted-
intuitive-feeling-judging) personality type tends to be the most risk averse and least
overconfident (again with ENFJ, INFP, INTJ, and ISFJ tending to a lesser extent in
those directions).

Other personality tests have been investigated in a financial context. One ex-
ample is the Keirsey Temperament Sorter, which classifies people into four basic
temperament groups: guardians, artisans, rationals, and idealists.10 Guardians tend
to be cautious, rule-oriented managers; artisans are compulsive and competitive;
idealists are quite concerned with growth and personal development; and rationals
are scientifically inclined problem-solvers. Research has shown that one’s Keirsey
Temperament is a useful predictor of risk tolerance and the preference for domestic
versus international securities.11

Psychographic procedures have been designed specifically for a financial set-
ting. The main approach is to attitudinally segment respondents based on measur-
able attributes according to their money attitude. Value added is available to the
extent that money personality can explain investor behavior over and above pure
demographics. A good example is research conducted by money management com-
pany Vanguard using a statistical technique known as cluster analysis to assign DC
plan members to different money personality groups.12

The Vanguard study uses a series of questions that focus on factors relating to
interest in retirement and financial planning, savings behavior, optimism, and risk
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taking. The end result is the following five segments (with sample percentages indi-
cated in brackets):

1. Successful planners (21%)
2. Up-and-coming planners (26%)
3. Secure doers (20%)
4. Stressed avoiders (19%)
5. Live-for-today avoiders (14%)

Successful planners are older and wealthier. Possessing a vision of retirement, they
have clear goals and an interest in retirement planning. They enjoy dealing with fi-
nances, and are optimistic that they will meet their retirement goals. Disciplined sa-
vers, they are comfortable with equity risk taking, and are willing to take on
significant risk for higher return.

Up-and-coming planners could be viewed as successful planners in training.
Younger and a little more uncertain than successful planners, they still enjoy plan-
ning and dealing with finances. They are not quite ready to meet retirement goals,
but are optimistic they will eventually be able to do so. Disciplined savers, they are
willing to assume some risk for higher return.

The next segment, the secure doers, tend to be older and wealthier than aver-
age. Their vision of retirement is less goal focused than either shade of planner,
nor do they really enjoy financial planning and dealing with finances. Optimistic
that they will meet their retirement goals, they are willing savers. They are more re-
luctant to take on risk for higher return than planners.

Stressed avoiders tend to be subject to regret. Most of their information tends
to come from the plan provider and employer. Worried about the future and not
very goal oriented, they are confused about financial planning and dealing with fi-
nances in general. Pessimistic about whether they will successfully meet retirement
goals, their savings behavior is characterized by confusion and worry. Also, they
tend to lack confidence in their investment skills.

Finally, live-for-today avoiders, who tend to be younger than the other groups,
are not focused on the future. They have little interest in financial planning and
dealing with finances. For them retirement is off the radar screen. They derive little
intrinsic satisfaction from saving. As far as risk taking goes, they have a middle-
of-the-road attitude. As Figure 18.1 shows, these groups can be put on a planner-
avoider continuum, with successful planners and live-for-today avoiders occupying
the poles. For most of our remaining discussion, a coarse distinction between plan-
ners and avoiders will suffice.

FIGURE 18.1 Planner-Avoider Continuum
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Supporting this attitudinal segmentation work is recent evidence that planners behave
differently from avoiders in their savings and investment behavior. If planners actively
consider their financial future and the adequacy of their current state of preparedness,
they are likely to take stepswhen any deficiency is detected. Indeed, research has shown
that those with a planner mindset tend to be much better at wealth accumulation.13

Additionally, planners are more comfortable taking on risk than avoiders.14 Who are
the planners? As suggested by the work by Vanguard and corroborated elsewhere,
older, wealthier males (especially those owning a home) are more likely to be
planners.15

OPTIMIZING EDUCATION

We have seen that people are subject to behavioral bias and this bias can lead them
astray. As suggested before, for those open to improvement (and it is to be hoped
that most are in this category), education may be a useful strategy. One form of
education is simply communicating to individuals that they are prone to certain
types of bias, and suggesting where these biases are likely to lead them. The idea
is that if forewarned, people will adjust.

Books on behavioral finance designed for the mass audience, a good example be-
ing John Nofsinger’s Investment Madness: How Psychology Affects Your Investing
and What to Do About It, sometimes try to accomplish this task.16 In his chapter
“Battling your biases,” a checklist of major biases is given, along with the likely effect
on investment behavior and consequences. The reader is also presented with a series of
strategies, such as utilizing quantitative screens and controlling the investment environ-
ment. It is argued that such strategies may be helpful in minimizing the problem. As
an example of the latter, the reader is instructed to check and trade stocks no more of-
ten than once per month and to review the entire portfolio no more than annually.
This will mitigate the effect of short-term fluctuations in price, which, since many of
these will be downward, can trigger loss aversion, regret and fleeing to safety.

Professional providers of financial education want their product to be as effec-
tive as possible. One way in which education can be made more effective is
through customization for the relevant audience. This is an especially important
issue for those designing educational materials for the quickly growing DC pension
plan marketplace. As the previous chapter made clear, many members of these
plans are quite unsophisticated employee-investors. Still, within this group, plan-
ners tend to be on fairly solid ground. Their level of preparedness will likely be lit-
tle impacted by the education that they are (or are not) exposed to. Avoiders on the
other hand are the group that needs to be reached out to. For this reason, educa-
tion in DC plans should cater to avoiders.

If education is to have any impact for avoiders, it must play to their strengths.
Avoiders are more likely to be influenced by what is known as an “adult-based
learning approach.”17 The idea is that education works better if the focus is on
the learner, not the information. The intention is to engage members as goal-
directed and self-regulated learners, not fact digesters, and to connect principles to
personal perceptions and experience. Avoiders may not have much in the way of fi-
nancial acumen or interest, but, like the rest of us, they are armed with rich
histories.
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In one test of this approach, performed at CIGNA Retirement and Investment
Services, call-in agents, who normally answered fairly mundane questions about
member DC pensions, were trained to engage callers in a discussion of the benefits
of saving and the current deferral rate of the caller.18 This was not done in a lectur-
ing mode, but, rather, in an experiential approach. They became “educators in dis-
guise,” as it were. Deferrals increased dramatically.

Another realm where customization can be used is retirement planning Web
sites.19 First, it is important to get avoiders to visit the sites. Barriers should be
minimized. For example, given the inertia and procrastination of avoiders, it is bet-
ter to have an active link in an e-mail informing participants about a Web site than
to inform people of this by surface mail. Once there, it is important to keep avoi-
ders there so they actually use the available tools. Whereas planners are comfort-
able with a Web site replete with data, such an approach is likely to turn off
many avoiders. How can avoiders be encouraged to make use of such facilities?
To appeal to an avoider, the front end of a Web site should be kept simple, appeal-
ing, and directive. Complexities appealing to planners can be placed one or more
levels down.

Can avoiders be made into planners through financial education? To some ex-
tent, it is likely you are either born a planner or an avoider—that is, such a ten-
dency may in large part be hardwired and personality-based. But it is also likely
that planning may be somewhat amenable to educational effort. For example, one
study found that participants in a workshop to improve decision-making skills
showed a significant increase in planning attributes.20 Other researchers document
that financial education at the high school level can foster the ability to develop the
saving habit. This suggests that the teaching of planning tools, such as budgeting,
can change behavior.21 To conclude this section, those employers and pension pro-
viders who are providing education and advice through seminars and Web sites
while trying to cater to the avoider clientele are likely assisting their employees,
though there is certainly scope for improvement in the latter regard.

18.4 CLIENT MANAGEMENT USING BEHAVIORAL FINANCE

In this section the focus is on how a financial advisor can use behavioral finance to
facilitate the asset allocation decision for a client. The other important functions
that a good advisor manages are not addressed. We begin with the traditional
approach to the asset allocation decision in order to see why change may be
in order.

TRADITIONAL PROCESS OF ASSET ALLOCATION DETERMINATION

The previous chapter reviewed the normative determinants of asset allocation,
and the fact that unsophisticated investors, if left to their own devices, some-
times take on an inappropriate amount of risk. It was argued that model port-
folios, appropriate defaults, and asset allocation funds can serve to channel
people into appropriate risk stances. Often the first step will be for an individual
to fill out a questionnaire to measure how much risk should be assumed. Ques-
tionnaires are designed to ascertain an investor’s risk tolerance, which is a
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function of both risk capacity and risk attitude. To clarify the difference, risk ca-
pacity referes to the amount of risk that is appropriate for an average individual
with the same age, retirement plans, income, liquidity needs, and so on, as the
respondent. Risk attitude, on the other hand, is best viewed as an adjustment
factor, reflecting to what extent the specific individual wishes to deviate from
capacity because of personal preference and psychological factors.22 The end re-
sult is a risk score that can be mapped on to a suggested asset allocation. Think-
ing in terms of the stock-bond mix, those with higher scores are able to
withstand higher levels of equity exposure.23

Let’s call the asset allocation solution coming from such questionnaires subjec-
tive risk, since it is based in part on individuals’ attitudes and beliefs toward risk.
This can be distinguished from objective risk, which is derived from actual invest-
ment decisions as reflected in the percentage of risky assets in overall portfolios.24

While the two forms often give similar results, there are frequent divergences, lead-
ing to the question of which is better. In fact, both forms have potential pro-
blems.25 While it is natural to prefer what is actually done to statements made
(actions speak louder than words), objective risk is flawed, principally by ignorance
and inertia. Ignorance can lead to investment choices whose risk is out of line with
preferences. And the lack of rebalancing induced by inertia can cause allocations to
differ from intentions as markets move up and down.

So, maybe subjective risk is better. How comfortable should we be with an-
swers from these risk questionnaires? Problematically, the results can err either be-
cause the respondent is flawed or because the instrument is flawed. First, focusing
on the former, people often have difficulty understanding risk, and hence they
don’t really know how to answer the scoring questions. Most commonly, people
have great difficulty in seeing that risk is very much horizon-specific. In one experi-
mental study, employees at a firm offering a defined contribution pension were
asked to allocate their money between two funds, labeled “A” and “B.”26 Despite
the neutrality of the language, the information presented for these funds was based
on historical data for a broad U.S. stock market index and 5-year Treasury bonds.
The experimental treatment was to display to one group a return distribution for
each asset class in terms of 1-year returns, and, to the second group, return distri-
butions in terms of 30-year returns. The authors of the study conjectured that, be-
cause of loss aversion, the average allocation going to the stock fund would be
much higher when people were shown 30-year return distributions compared to
the case where people saw distributions for a 1-year horizon. The experimental evi-
dence proved them right.

Is this study merely an academic curiosity? Far from it. One common type of
question seen in many risk questionnaires asks people how they would feel about
and react to significant short-term portfolio losses. Something like the following is
commonly asked: “Your stock portfolio has lost x% of its value over the past
year. How would you act (with choices ranging from “sell everything” to “buy
more stock”)?” The problem with such questions is that they validate in the inves-
tor’s mind that it is appropriate to fixate on short-term volatility when the real
concern should be horizon-specific risk versus return. Admittedly, one can argue
that such questions have to be asked, because, if those who are excessively nervous
about volatility are corralled into serpentine investments, their tendency to feel
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snake-bit when the market inevitably moves south may cause them to radically and
permanently adjust their equity exposure. This is a valid concern.

Questionnaires can also produce poor results because the instrument is flawed.
Principally, they may lack validity and reliability.27 Validity is the extent to which
a questionnaire actually measures what it claims to measure, while reliability is an
indication of how consistent its results are. To attain validity, the right questions
must be asked. So since we need to explore capacity, in a good questionnaire, age
and proximity to retirement will play a leading role. For example, a typical ques-
tion is: “In how many years do you plan to retire?” Space permitting, it may also
be judicious to bring in such factors as income and other investments. After such
capacity issues are covered, normally a good portion of the questions will attempt
to uncover the respondent’s personal risk attitude, with a view to adjusting upward
or downward the amount of risk taking that an examination of capacity alone
would suggest. To strive for reliability, the trick is to ask appropriate questions in
sufficient quantity. Quantity matters since the impact of a misunderstood question
will be magnified if it is only one of a few.

USING BEHAVIORAL FINANCE TO REFINE PROCESS

Given all the problems alluded to in the previous section, it is natural to look for
help. Some suggest that behavioral finance can be utilized by financial advisors
not only to enhance the relationship between the client and the advisor but also to
improve the process of portfolio selection. To the extent that a particular client’s
biases are known to the advisor, the advisor can react accordingly. As a leading ex-
ample of this approach, Daniel Kahneman and Mark Riepe have come up with a
series of questions that can be assembled as a kind of behavioral test to be given
to clients in order to tease out the particular biases to which the client in question
is most prone.28 They can also first be used by the advisor to see if she herself is
biased. One example from their article is:

Which of the following sequences is more likely to occur when a coin is tossed
—HHHTTT or HTHTTH?

The answer is both are equally likely. But to those who might be prone to over-
react to chance events (such as recent performance), the first will seem less likely.
Kahneman and Riepe advise people who are prone to this blind spot to:

• Ask yourself whether you have real reasons to believe that you know more
than the market.

• Before making an active decision, consider the possibility that the trade is
based on random factors. List the reasons why it isn’t before making the
trade.

Notice that the last sentence uses the disconfirming evidence debiasing strategy
described earlier.

Michael Pompian argues that the main result of learning about how a client’s
psychological constitution and biases should be to use this enhanced understanding
to improve the asset allocation process.29 Suppose that there is divergence between
subjective risk (obtained from the client filling out a questionnaire) and objective
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risk, either based on the current portfolio composition, or based on what the client
wants the current portfolio to look like. For concreteness, let us work in terms of
the stock-bond mix, and assume that, while the client’s subjective risk stance calls
for a 60% equity exposure, she actually desires only a 30% allocation. The ques-
tion is, what should the wealth manager do about this? Pompian poses the follow-
ing questions: When should biases be moderated (i.e., counteracted), and when
should they be adapted to (i.e., accommodated)? His solution is to espouse two
principles:

Principle 1: Moderate biases in less wealthy clients. And adapt to biases in
wealthier clients.
Principle 2: Moderate cognitive biases. And adapt to emotional biases.

Consider the thinking behind the first principle. A big risk for the less wealthy
in investing for retirement is outliving one’s assets—not short-term volatility. If, for
example, loss aversion is causing an investor to shy away too much from equity
risk, while a wealthier investor with the same bias would still have sufficient re-
sources in retirement, the same is not necessarily true in the case of a less wealthy
investor. For this reason, it is better to try to convince the less wealthy investor to
adjust his thinking. Educating him on the fact that many are subject to loss aver-
sion, but that over the long run poor markets tend to be moderated by good mar-
kets, is a step in the right direction.

As for the second principle, the thinking here is that biases (both cognitive
and judgmental) are more easily thwarted by appropriate education than emo-
tion. Emotion, deep-seated in the limbic system, is a much tougher nut to crack.
If it is emotional considerations that have caused an inappropriate view on risk
taking, it is often best for the advisor to adapt to these views. Assuming that
lower risk than is normatively called for is desired by the client, if he is pushed
into riskier investments against his emotional predisposition, he will be more
likely to change course (and even fire the advisor despite good advice) when mar-
kets inevitably turn sour.

Using these principles, the advisor channels her client into the “best practical
allocation.” This is the allocation that, while perhaps suboptimal, is as close to op-
timal as one can get without running the risk of the client “changing horses” half-
way through the race.

While Pompian’s approach has some strengths, it does embody one salient
weakness. This is its embedded assumption that the “best” asset allocation is the
one coming from a risk questionnaire. Previously we discussed the pitfalls of such
questionnaires. We also made the point that normative theory, while helpful, does
not necessarily yield the perfect answer. Perhaps the “second best” solution is to
utilize a weighted average of subjective and normative (with the weights a function
of the confidence one has in these methods).

While the use of behavioral finance in client management is in its infancy,
many in the wealth management industry are coming around to the view that an
understanding of the biases and emotions that their clients—not to mention they
themselves—are subject to can only lead to improved advisor-investor relationships
and managed portfolios that better suit clients’ goals while, when necessary, adapt-
ing to particular preferences and psychology.

DEBIASING, EDUCATION, AND CLIENT MANAGEMENT 329



CHAPTER HIGHLIGHTS

1. Successful debiasing requires awareness of bias, motivation, awareness of
direction and magnitude of bias, and the ability to do what is needed.

2. Since debiasing is a difficult process, environmental control designed to
prevent a bias from ever taking root is wise whenever possible.

3. To perfect judges, the following steps can be effective: warning of the
problem, describing the problem, providing personalized feedback, and
undertaking extensive training.

4. There is abundant evidence that people can be grouped by personality type.
Well-known examples are Myers-Briggs and the planner-avoider continuum.

5. Education can be improved by adapting it to the personality types and money
attitudes of the individual to be educated.

6. Traditional asset allocation is operationalized by the “know your client”
strategy of having the client fill out a risk questionnaire.

7. Risk attitude is one’s attitude with respect to risk taking. Risk capacity
measures one’s ability to withstand market shocks, and is largely a function
of age and proximity to retirement. Putting them together, we have risk
tolerance.

8. The appropriate asset allocation is a function of both risk attitude and risk
capacity.

9. Neither subjective risk nor objective risk (based on actual allocations) is an
ideal indicator of the appropriate asset allocation.

10. Knowing clients’ personality types, money attitudes, and the biases that they
are most susceptible to can lead to improved advisor-investor relationships
and managed portfolios that better suit goals to outcomes.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Personality types and money attitudes
b. Planners and avoiders
c. Moderating and adapting to biases
d. “Perfectible judges” and “incorrigible

judges”

2. Say the level of the market as measured by
the Dow Jones Industrial Average is cur-
rently at 12,000. A forecaster has made a
prediction of 13,300 for the level of the mar-
ket in one year, along with a 95% confi-
dence interval whose lower bound is
12,500 and whose upper bound is 14,500.
You know from experience that this

particular forecaster tends to be both exces-
sively optimistic and miscalibrated. Describe
how you might debias this individual. Give a
numerical example (making up relevant
numbers as appropriate).

3. What steps must occur before bias can be
successfully expunged? Describe the process.

4. Risk tolerance comes from risk capacity and
risk attitude. What are the major determi-
nants of risk capacity and risk attitude?

5. Describe how educational efforts should be
directed towards avoiders.
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19BEHAVIORAL INVESTING

19.1 INTRODUCTION

In this chapter we consider behavioral investing, the attempt to enhance portfolio
performance by applying lessons learned from behavioral finance. Based on
Chapter 13, it might seem that the process is an easy one. There we discussed evi-
dence that momentum and reversal, as well as the value advantage, were well sup-
ported empirically, both in different sample periods and in different national stock
markets. Moreover, these anomalies also had a firm behavioral foundation based
on theoretical models. Improving portfolio performance by tilting toward stocks
embodying these attributes seems appropriate based on this evidence.

We begin in Section 19.2 by looking at several reasons why matters are not as
simple as one might initially believe: anomaly attenuation, style peer groups, and
style investing. In the following section, we discuss how investors can further im-
prove performance, not just by capitalizing on anomalies in isolation, but by both
combining them and by incorporating other screens. In Section 19.4, we move be-
yond this to explore multiple screens. In the penultimate section, we consider style
rotation, the attempt to time style returns. Finally, in Section 19.6, we ask whether
there is any evidence that behavioral investing can lead to return enhancement.

19.2 ANOMALY ATTENUATION, STYLE PEER GROUPS,
AND STYLE INVESTING

William Schwert, writing in 2002, showed that a number of anomalies, once re-
ported in the academic literature, either attenuated or fully disappeared afterward.1

He cited as examples the small-firm effect, the January effect (the tendency for re-
turns to be higher in the month of January), the weekend effect (the tendency for
returns to be lower on Monday), and the value advantage.

Does that mean that managers should never expect persistence in anomalies?
Anomaly dissipation is exactly what we expect to happen in a world that, though
not always perfectly efficient, has a tendency to move in that direction via remedial
arbitrage activity once information is disseminated. Anomalies, however, that have
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been argued to be risk factors, in particular value and firm size, should not disap-
pear, because, under a risk story, they are not anomalies at all but rather fair com-
pensation for risk borne. In addition, it should be noted that while the value
advantage declined in the late 1990s, it came back with a vengeance with the burst-
ing of the tech bubble beginning in 2000.2 These issues notwithstanding, the lesson
is clear. Just because an anomaly has been detected using past data, there is no rea-
son to assume that capitalizing on it will be easy in the future.

Even if an anomaly is persistent, this is not the end of the story for portfolio man-
agers seeking to capitalize on it. It is becoming common practice for managers to be
evaluated relative to their size/value peer group, that is to say, relative to their style
peer group. Style is usually defined in terms of firm size and growth versus value. For
example, Morningstar sorts domestic mutual fund managers into nine groups based
on a three-by-three matrix, where size ranges from small-cap to mid-cap to large-cap,
and value versus growth ranges from value to blend to growth.3 So, if a manager tilts
toward small-cap value because historically small-cap value has outperformed other
market segments, she will be compared against other managers doing the exact same
thing. To rise above the crowd, she must do more! This could be done by stock selec-
tion of a fundamental nature, by employing additional screens, or a combination of
both. The next section provides some additional guidance in this regard.

Before moving forward, a few words on style investing are in order. Consider-
ation of style in portfolio formation can mean different things. First, given the
evidence that style returns are cyclical, with sometimes small-cap outperforming large-
cap and vice versa, and sometimes value outperforming growth and vice versa, gains
in risk reduction can be obtained by consciously diversifying over different styles. Sec-
ond, within this diversification approach, because value has historically outperformed
growth, and small-cap has outperformed large-cap, it may be advisable to tilt towards
small-cap and value, while still investing in different styles. If a manager operates ex-
clusively in a particular style segment, then in effect the tilt is 100%. This could
make sense if a manager has expertise in stock picking in this segment and is part of a
style-diversified team (implying the overall portfolio is style diversified). Third, if it is
possible to predict when styles will be favored by investors, there may be scope for
style rotation, depending on what a manager’s predictive model is calling for.

To provide a simple example in terms of the value-growth choice, say a neutral
value-growth allocation would be 50%/50%. If you consciously style diversify, you
would hold 50% in growth and 50% in value. If you believe that value is more of-
ten than not better, you might tilt toward value by investing 60% of your portfolio
in value stocks. If you believe you have a predictive model that allows you to time
style returns, you might be willing to toggle back and forth, 80% or 40% in value,
depending on what your model is presently calling for.

Nicholas Barberis and Andrei Shleifer have constructed a model of style invest-
ing, based on style rotation in the aggregate. They show that a number of interesting
implications arise from making the following two assumptions: first, investors chase
with their dollars past relative style performance; and, second, flows affect prices.4

The latter is appropriate if many are trying to chase the same style, and, given that
arbitrage is limited, prices must adjust. Among other things, their model explains
both the existence of style factors that are divorced from the nature of underlying
cash flows and the tendency for style returns to phase over time.
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19.3 REFINING ANOMALY CAPTURE

In this section we begin by examining research that shows how simplistic value invest-
ing can be refined by looking at financial statement information. Then we describe
how simplistic momentum investing can be refined by further conditioning on volume.

REFINING VALUE INVESTING USING ACCOUNTING DATA

Research shows that value investing can be enhanced by conditioning on volatility
and investor sophistication.5 Taking a different tack, Joseph Piotroski has shown
that financial statement information can also be useful.6 It turns out that the effec-
tiveness of value investing relies on a small number of firms—using a simple book-
to-market approach, less than 44% of high book-to-market firms earn positive
market-adjusted returns in the two years following portfolio formation. Piotroski’s
contribution is to use financial statement information to separate the wheat from
the chaff. Specifically, nine fundamental signals are used to measure three areas of
a firm’s financial condition: profitability, financial leverage/liquidity, and operating
efficiency. On the basis of these signals, an F-score (financial soundness) is calcu-
lated, where higher/lower values are more/less likely to be exhibited by firms due
for a turnaround. F-scores take on integer values and range from 0 (least sound)
to 9 (most sound). An investment strategy based on buying value firms with very
high (8–9) F-scores and shorting those with very low (0–1) F-scores generates a
23% excess return between 1976 and 1996. An even more conservative cut where
an F-score is designated as high if it is 5 or more (while low F-scores are 4 or less)
yields a return difference of 9.7%/year. Moreover, as shown in Figure 19.1, such a
strategy proved quite dependable on a year-to-year basis. In only three of the
21 years of the sample does a long-short strategy earn negative risk-adjusted
returns—and in two of these years the return is close to zero.7

REFINING MOMENTUM-INVESTING USING VOLUME

There is evidence that momentum-investing can also be refined by the incorpo-
ration of additional screens. In particular, the strength of momentum covaries with
market state, with negative market states causing momentum dissipation.8 Volume
is another possible screen. Technical analysts, as well as focusing on past returns,
have for a long time considered volume to be an important indicator.9 Charles Lee
and Bhaskaran Swaminathan document a relationship between volume and mo-
mentum, showing that volume predicts both the magnitude and persistence of
momentum.10 Table 19.1 shows a two-way sort on momentum and volume. As
well as creating 10 past-return deciles (R1 to R10, with R10 indicating highest
past returns), these researchers form three volume deciles, with V1 indicating low
volume and V3 indicating high volume. Thus we have 30 momentum-volume port-
folios. They find that low-volume firms earn higher returns, so the best mixed
momentum-volume strategy is to go long low volume-high momentum firms and
short high volume-low momentum firms. The former group earns 1.67%/month,
while the latter earns 0.09%/month, for a spread of 1.56%/month.

Lee and Swaminathan also document the tendency for momentum returns to
eventually reverse, suggesting that momentum is partly a case of overreaction, and
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TABLE 19.1 TWO-WAY SORT OF MOMENTUM AND VOLUME

V1 V2 V3 V3−V1

R1 1.12
(2.74)

0.67
(1.61)

0.09
(0.20)

−1.04
(2.74)

R5 1.36
(5.37)

1.34
(4.63)

1.15
(3.28)

−0.21
(1.33)

R10 1.67
(5.30)

1.78
(5.41)

1.55
(4.16)

−0.12
(0.67)

R10–R1 0.54
(2.07)

1.11
(4.46)

1.46
(5.93)

0.91
(4.61)

Source: Lee, C. M. C. and B. Swaminathan. From “Price momentum and trading volume,” in Journal of Finance 55,
pp. 2017–69. © 2000 Wiley Publishing, Inc. This material is used by permission of John Wiley & Sons, Inc.
Note: Table shows returns/month and t-statistics in parentheses.

FIGURE 19.1 One-year Returns to a Long-short Value Strategy where Additional Financial
Statement Information is Used to Differentiate Predicted Winners and Losers
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that momentum and reversal are linked. Further, they show that volume is a noisy
proxy for value, with low volume being associated with high book-to-market, lower
analyst following, lower long-term earnings growth forecasts, lower past-five-year
stock returns, and future positive earnings surprises. They argue that a “momentum
life cycle” captures some of the patterns in the data. Referring to Figure 19.2, stocks
tend to phase, and momentum and volume are two of the key markers. Stocks with
good past returns are on the left, and stocks with high volume are in the upper half.
Take a stock that peaks, and then encounters a string of bad news. It loses ground,
and investors dump it at high volume. Moving out of favor, and continuing to de-
cline, volume dries up. But eventually the stock may be set for a turnaround. When
it finally starts to climb, initially volume remains low, as it takes some time for inves-
tors and analysts to put it back on their radar screen. But, as the turnaround con-
tinues, it becomes increasingly noticed, and volume eventually rises.

The next contributions that we review pick up some of these threads, with the
first examining the term structure of past returns, thus simultaneously considering
momentum and reversal, and the second relating momentum and value.

MOMENTUM AND REVERSAL

Mark Grinblatt and Tobias Moskowitz documented the gains available if one con-
ditions on the entire term structure of past returns.11 As we have seen earlier, there
is negative serial correlation using both short-term (one-month) returns and long-
term (3–5 year) returns, while positive serial correlation is present for medium-
term (6–12 month) returns. In their approach they allow for asymmetries between

FIGURE 19.2 Momentum Life Cycle
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past gains and losses, and also take into consideration the consistency of past gains
and losses. Why might consistency matter? Recall the Grinblatt-Han model of
Chapter 13. In this model it is the capital gains overhang rather than the past re-
turn that drives the future return. Stocks that are consistent winners are more likely
to have larger unrealized capital gains than stocks whose identical past return was
achieved by a dramatic month or two of price jumps. Table 19.2 shows a regres-
sion of hedged monthly security returns on a set of term structure variables.12

To interpret, let’s focus on the four −12 to −2 variables and estimated coeffi-
cients. As expected, we observe significant positive serial correlation based on the
return from 12 months back to one month back (“Return from −12 to −2”). The
next variable down (“Return from −12 to −2 (L)”) is defined as min(0, Return
from −12 to −2), which means it only comes into play for negative returns over
this span and its coefficient measures the incremental impact of negative returns.
The fact that the coefficient is also (significantly) positive suggests greater persis-
tence in the case of loser firms. The next variable is an indicator variable that
equals one if at least 8 of the 11 months (from −12 to −2) witnessed positive re-
turns: in other words, positive consistency. The variable below that, the consistent
loser variable, is an indicator variable equaling one if at least 8 of the 11 months
from −12 to −2 have witnessed negative returns.13 We see that being a consistent
winner enhances momentum, while being a consistent loser has no effect. In gen-
eral, the results at other term structure segments are quite similar. The extent of
the serial correlation (whether positive or negative) is amplified for losers relative
to winners; consistency for winners increases returns (enhancing momentum and
diminishing reversal); and consistency for losers never has any impact.

TABLE 19.2
REGRESSION OF HEDGED MONTHLY STOCK RETURNS ON A SET OF TERM

STRUCTURE VARIABLES

Independent variables Coefficient Abs. t-stats

Previous month’s return −0.0472 11.39

Previous month’s return (L) −0.0764 9.63

Previous month’s return consistency indicator (W) 0.0051 8.79

Return from −12 to −2 0.0028 2.50

Return from −12 to −2 (L) 0.0113 2.97

Return from −12 to −2 consistency indicator (W) 0.0046 5.80

Return from −12 to −2 consistency indicator (L) −0.0007 0.76

Return from −36 to −13 −0.0015 3.47

Return from −36 to −13 (L) −0.0052 2.04

Return from −36 to −13 consistency indicator (W) 0.0014 2.73

Return from −36 to −13 consistency indicator (L) −0.0007 0.80

Source: Reprinted from the Journal of Financial Economics, Vol 71, Issue 3, Grinblatt, M., and T. J. Moskowitz.,
“Predicting stock price movements from past returns: The role of consistency and tax-loss selling,” pp. 541–79,
© 2004. With permission from Elsevier.
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Grinblatt and Moskowitz next examine the economic relevance of these pat-
terns in the data: can they be used to enhance portfolio performance? Stocks are
ranked into deciles from lowest expected return to highest, depending on
beginning-of-period regressor values and coefficients estimated using available
information. Figure 19.3 shows average returns by decile for these zero-cost
portfolios. Notice that they line up in order, with decile 10 earning the highest
average returns and decile 1 earning the lowest. The decile 10 versus decile 1
gap is an impressive (and highly significant) 1.68%/month. Indeed, conditioning
on the term structure of past returns seems a wise strategy. This is of course
what technical analysts have always done, though likely not with the same statis-
tical rigor.

MOMENTUM AND VALUE

What happens when we attempt to form portfolios where both value and momen-
tum screens are used at the same time? A study by Clifford Asness documented that

FIGURE 19.3 Average Hedged Returns by Deciles
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the gains are not as great as one might imagine.14 U.S. stocks were first sorted into
both value and momentum quintiles. Then intersection portfolios were formed,
leading to 25 (five times five) distinct groups of stocks. As shown in Table 19.3, a
portfolio of high momentum-high value stocks averaged a return of 1.62%/month
versus a low momentum-low value portfolio that averaged 0.03%/month. The im-
plication is that a long-short portfolio would have generated a return of 1.59%.
What reduces the benefit of simultaneously conditioning on both value and mo-
mentum is that value works best for low-momentum stocks, and momentum works
best for low-value stocks. For example, in the case of low-value stocks, the momen-
tum differential is 1.47%, a figure that is very close to the differential for high
momentum-high value stocks versus low momentum-low value stocks.

19.4 MULTIVARIATE APPROACHES

In the previous section, we examined research that explored the impact of value
and momentum simultaneously. But why stop at two factors? Here we report two
studies that have taken a multivariate approach. We begin with early work by
Marc Reinganum.15 In order to investigate whether “winners” tended to share cer-
tain common characteristics, he employed a sample of 222 firms whose stocks had
at least doubled in price during one year between 1970 and 1983. The issue was,
after identification of these characteristics, whether a successful trading strategy
could be developed focusing on these characteristics. Reinganum identified the fol-
lowing four key commonalities:

1. A price-to-book ratio less than one
2. Acceleration in quarterly earnings growth
3. Fewer than 20 million common shares outstanding
4. High relative strength16

The first (value) and fourth (momentum) should look familiar. The second may be
a means of extracting the diamonds in the rough (as in Piotroski), and the third
may be proxying for market capitalization. To perform an out-of-sample test,

TABLE 19.3
AVERAGE ONE-MONTH RETURNS (IN PERCENT) BASED ON

A TWO-WAY SORT OF VALUE AND MOMENTUM

Value

Low 2 3 4 High Average

Low 0.03 0.49 0.80 0.83 1.00 0.63

2 0.61 0.59 0.90 1.25 1.35 0.94

Momentum 3 0.52 0.93 0.80 1.19 1.44 0.98

4 0.99 0.97 1.17 1.45 1.68 1.25

High 1.50 1.44 1.49 1.60 1.62 1.53

Average 0.73 0.88 1.03 1.26 1.42

Source: Data adapted from Asness, C. S., 1997, “The interaction of value and momentum strategies,” in Financial
Analysts Journal vol. 53, No. 2, (March/Apr 1997), p. 29. With permission from CFA Institute. Copyright 1997. All
rights reserved.
Note: Marginal values are averages of internal two-way sort returns.
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Reinganum omitted the 222 firms that he had used to come up with the common-
alities, and then applied these four commonalities as screens over all AMEX and
NYSE firms over the same 1970–1983 period.17 A buy signal was triggered by all
of the relevant characteristics holding simultaneously for a firm. After a buy signal,
the security was arbitrarily held for a two-year period and then sold off. Cumula-
tive excess returns were calculated through each of the eight quarters that a stock
was held. The results were impressive, outperforming the S&P 500 by 37.14% (at
a comparable risk level).

Following this approach, Robert Haugen and Nardin Baker investigated the
predictive contribution of a large selection of factors grouped into five catego-
ries: risk, liquidity, price level, growth potential, and technical.18 Risk factors in-
clude such standard risk factors as beta and sensitivities to macroeconomic
variables. Illiquid stocks need to have higher returns to compensate traders who
must face higher transaction costs, so such logical factors as price per share and
volume were included. Price level factors essentially capture value strategies, as
this category includes share price relative to various accounting magnitudes.
Growth potential factors point to the likelihood of higher growth in earnings
and dividends, with various profitability measures being used as proxies in this
regard. The idea here is that, for a given price relative to accounting measures,
indicators suggesting higher future growth might point to diamonds in the
rough. And finally, technical factors include standard momentum and reversal
measures.

The following regression was then run using all these independent variables:

19.1 Rj;t  =   Σi βt;iFj;i;t−1 + uj;t

where Rj,t is the return on stock j at month t; βt,i is the regression coefficient or
payoff to factor i at month t; and Fj,i,t-1 is the exposure to factor i of stock j at
month t. These researchers first estimated this regression cross-sectionally (at a sin-
gle point in time) for all 180 months during 1979–1993. For the first half of the
sample, the average factor payoffs for the 12 most important factors are shown in
Table 19.4 (along with associated absolute t-statistics). The coefficients can be in-
terpreted as the change in the stock’s monthly expected return associated with a
one standard deviation change in the stock’s exposure to a factor in the cross-
section. To check for robustness, the last two columns of the table repeat the exer-
cise for the second half of the sample. Several points are salient. First, the impact of
the factors is remarkably consistent. Second, no risk measures appear. Third, not
surprisingly, what dominate are technical factors, price level factors, and liquidity.

As an out-of-sample test, the following procedure was employed. Factor sensi-
tivities were estimated using the 12 months prior to the beginning of 1993, and
then expected returns for each stock were fitted for January 1993 using these sensi-
tivities and each stock’s exposure to these factors. Next, stocks were ranked from
highest expected return to lowest and 10 deciles were formed, with decile 10 repre-
senting the 10% of stocks with the highest expected return down to decile 1 com-
prised of stocks with the lowest expected return.19 This procedure was repeated for
the 180 months of the sample. Figure 19.4 shows the average returns to the 10 dec-
iles during this sample period. The Haugen and Baker expected return approach
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FIGURE 19.4 Average Decile Returns to Expected Return Portfolios
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Source: Reprinted from the Journal of Financial Economics, Vol 41, Issue 3, Haugen, R. A., and N. L. Baker, “Com-
monality in the determinants of expected stock returns,” pp. 401–39, © July 1996. With permission from Elsevier.

TABLE 19.4 FACTOR COEFFICIENTS AND T-STATISTICS

1979/2001 to 1986/2006 1986/2007 to 1993/2012

Mean Abs. t-stat. Mean Abs. t-stat.

One-month excess return −0.97% 17.04 −0.72% 11.04

12-month excess return 0.52% 7.09 0.52% 7.09

Volume/market cap −0.35% 5.28 −0.20% 2.33

2-month excess return −0.20% 4.97 −0.11% 2.37

E/P 0.27% 4.56 0.26% 4.42

ROE 0.24% 4.34 0.13% 2.06

Book-to-price 0.35% 3.90 0.39% 6.72

Volume trend −0.10% 3.17 −0.09% 2.58

6-month excess return 0.24% 3.01 0.19% 2.55

CF/P 0.13% 2.64 0.26% 4.42

Variability in CF/P −0.11% 2.55 −0.15% 3.38

Source: Reprinted from the Journal of Financial Economics, Vol 41, Issue 3, Haugen, R. A., and N. L. Baker, “Com-
monality in the determinants of expected stock returns,” pp. 401–39, © July 1996. With permission from Elsevier.
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appears to be quite successful in predicting which stocks will outperform going
forward.

While momentum and value seem to be the heart of it, other factors apparently
matter as well. Nevertheless, recent work casts doubt on the contribution of factors
over and above momentum and value.20 When transaction costs are factored into
the analysis—and it should be noted that the Haugen and Baker strategy entails
monthly rebalancing—there appears to be no value added beyond momentum and
value.21

19.5 STYLE ROTATION

Style rotation is the act of moving from style to style in the attempt to time aggre-
gate style preference shifts. Of course one must have a predictive model with some
reliability in order to make the exercise a feasible one. Typically, studies along
these lines have employed such macroeconomic factors as the default premium, the
term structure slope, and the aggregate dividend yield. There is evidence of return
enhancement using such an approach for the United States, United Kingdom, and
Japan.22

To illustrate the use of style rotation, we turn to research at the level of coun-
try stock markets. Stéphanie Desrosiers, Jean-Francois L’Her, and Jean-Francois
Plante show that just as it is possible to move among stocks in a domestic portfolio
based on momentum and value, one can also move among national stock markets
in an international portfolio based on momentum and value signals.23 MSCI coun-
try indexes in U.S. dollars for the United States, Canada, Australia, Hong Kong,
Japan, Singapore, and 12 major European markets from 1975 to 2003 were used.
Under a relative-value strategy, a one-month portfolio was formed, which was long
the four markets with the highest book-to-market and short the four markets with
the lowest book-to-market. Such a portfolio generated a raw return of
0.32%/month. Under a relative-strength (momentum) strategy, a one-month port-
folio was formed that was long the four markets with the highest past annual re-
turns and short the four markets with the lowest past annual returns. In this case
the average portfolio return was 0.81%/month. Notably, these portfolios were neg-
atively correlated with each other, with the correlation coefficient averaging in at
−.56 on a rolling five-year basis over the sample, suggesting the efficacy of a style-
diversified approach. A portfolio half in relative value and half in relative strength
earned a return of .86%/month—and at substantially lower risk than either of its
two constituents.

These researchers also investigate whether style rotation can do even better.
Switching between strategies requires a decision rule. They argue that as the market
falls/rises, a relative-value/relative-strength approach enjoys greater success. The
former is due to the house money effect, which purports that risk aversion in-
creases with market failure, while the latter is due to the greater aggregate overcon-
fidence that arises when market returns are high (where we recall that one model of
momentum relates it to the extent of overconfidence).24

Indeed, as shown in Table 19.5, style rotation pays off. Of the 203 months
where the signal calls for a relative-value tilt, while it pays off only during
100 months, the payoff is 0.93%/month on a weighted-average basis (vs. the
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0.32%/month for the all relative-value strategy) because the successful-month aver-
age return is 3.32% versus the -1.38% earned during unsuccessful months. On the
other hand, of the 141 months where the signal calls for a relative-strength tilt,
now a good majority (90) witness success. Coupled with the fact that successful
months generate 5.18%/month compared to −4.12%/month for unsuccessful
months, on a weighted-average basis the payoff is 1.81% (vs. the .81%/month for
the all relative-strength strategy). Overall, style rotation generates a return of
1.30%/month.25 To conclude, while diversification over styles pays off at the level
of country indexes, even greater gains can be garnered by style rotation based on
prior year returns.

19.6 IS IT POSSIBLE TO ENHANCE PORTFOLIO PERFORMANCE
USING BEHAVIORAL FINANCE?

EARLY EVIDENCE

In a recent study addressing whether it is possible to enhance portfolio perfor-
mance using behavioral finance, the performance of 16 self-proclaimed or media-
identified behavioral mutual funds was evaluated.26 These funds claim to base
their investment strategies in whole or in part on the principles of behavioral fi-
nance. Of course one of the weaknesses of the paper, as acknowledged by the
authors, is the sparseness of the sample. Other funds not included in the sample
may be following behavioral precepts as well, but their identity is unknown.
Moreover, there is no guarantee that behavioral investing is really being followed
by the funds in the sample. There is after all evidence that changing your name or
professed strategy to what might be viewed as the flavor of the month is success-
ful at attracting flows of funds.27 Indeed, it turns out that the behavioral funds in
the study are luring investor money, and their name or professed investment strat-
egy may be one reason.

Still, likely the main reason that these funds have been able to attract investors
is that they, as a group, have outperformed the S&P 500. Nevertheless, when the

TABLE 19.5
AVERAGE ONE-MONTH RETURNS FOR RELATIVE-VALUE TILT, RELATIVE-
STRENGTH TILT, AND STYLE ROTATION USING COUNTRY INDEXES

Relative-value
Tilt

Relative-strength
Tilt

Style
Rotation

Correct prediction months 3.32% 5.18% 4.20%

Incorrect prediction months −1.38% −4.12% −2.29%

Weighted average of all
prediction months 0.93% 1.81% 1.30%

Single-style approach 0.32% 0.81%

Source: Data adapted from DesRosiers, S., J. F. L’Her, and J. F. Plante, “Style management in equity country alloca-
tion,” in Financial Analysts Journal vol. 60, No. 2, (2004), pp. 40–54. With permission from CFA Institute. Copy-
right 2004. All rights reserved.
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Fama-French three-factor model is supplemented with an additional factor for mo-
mentum, the behavioral funds are not able to earn excess returns. Mostly they seem
to have capitalized on the value advantage. So in this sense, the authors conclude,
there is no evidence that behavioral investing has paid off up to now. A few points
suggest themselves. First, few observers would claim that momentum is a risk fac-
tor, so including it as an additional factor can be called into question. And yet, the
use of such a risk-adjustment mechanism requires that funds do better than just
simply capitalizing on the well-known small-firm, value, and momentum anoma-
lies. Since this seems a reasonable requirement, the finding that these funds as a
group are not adding value seems valid. Second, even if we grant the latter, sample
limitations and test power are salient issues. As for the latter, while it may be diffi-
cult to reject deviations from market efficiency, it is also difficult to reject small de-
viations. In other words, these funds may be providing some value added, but
statistical tests are not able to conclude this.

WHAT IS BEHAVIORAL INVESTING?

We introduced this chapter by defining behavioral investing as the attempt to en-
hance portfolio performance by applying lessons learned from behavioral finance.
But what does this really mean? To call your fund (say) the “Behavioral Value
Fund,” for example, or to espouse behavioral principles in the prospectus, doesn’t
seem quite enough.

The collection of anomalies described in Chapter 4 and elsewhere in this book
is common knowledge, having been published in many of the best journals and re-
ported in the popular press. As was discussed in Chapter 13, some of them have
been shown to be implications of an array of behavioral models. Is the utilization
of this knowledge in portfolio construction tantamount to behavioral investing?
We believe another element is required. One can always find a set of selection
screens that would have worked well in the past. The big question for managers is
which of these are likely to be operative going forward. Some of these are patently
spurious: hemlines and who wins the Super Bowl spring to mind as obvious exam-
ples. Judicious managers can safely ignore them. Others, while logical, may not
have legs going forward. In our view, one of the main determinants of whether a
pattern in the data has usefulness for the future is whether or not it is behaviorally
based. Such anomalies are in some sense “natural,” and while they can potentially
be arbitraged away, given the limits to arbitrage and human nature, this is not nec-
essarily easy to do, especially when selection screens are refined by the inclusion of
additional supporting variables, as discussed in this chapter. In this regard, one can
compare the value advantage and the small-firm effect. The former is central to
behavioral models; the latter is not. The former seems to be alive and well (despite
cyclicality), while many have called the continued existence of the latter into ques-
tion. In our view, behavioral investing should be more than “kitchen-sink”
empirics, with a preference being shown to behaviorally based factors.28

So notwithstanding the aforementioned performance study, should we expect
behavioral investing to provide a payoff? While there is no evidence of this as yet,
given the limitations of the extant evidence and the currently amorphous nature of
behavioral investing, we believe that the jury is still out on this important question.
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CHAPTER HIGHLIGHTS

1. Momentum and value investing have shown themselves to be robust over
different samples and markets. But the forces of arbitrage-driven anomaly
attenuation are always present.

2. The fact that managers are compared to others in their style peer group
makes it vital to look for an additional edge.

3. Value can be enhanced by utilizing financial statement information. Momen-
tum can be enhanced by taking volume into consideration. Looking at the
entire term structure of past returns, and consistency of return, also leads
to a payoff.

4. Multivariate approaches seek to utilize all relevant factors, but it is not clear
if there is any value added beyond momentum or value.

5. Style rotation seeks to time style shifts. Preliminary research both within
countries and using national markets suggests promise.

6. There is no evidence that behavioral investing leads to any return boost.
Given the paucity of funds espousing a behavioral bent, however, and the
lack of clarity on what behavioral investing really is, the jury is still out on
this question.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Style peer groups and style investing
b. Style tilting and style rotation
c. Financial soundness and financial

statements
d. Univariate and multivariate approaches

2. Describe how momentum can be refined by
conditioning on the entire term structure of
interest rates in the manner of the Grinblatt
and Moskowitz regression model.

3. Describe how value investing can be refined
by paying close attention to a company’s
financial statements.

4. What does the early evidence on the ability
of behavioral investing to enhance perfor-
mance tell us?

5. What is an example of an anomaly that once
reported in research studies has attenuated?
Is this positive or negative from the stand-
point of market efficiency?
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20NEUROFINANCE AND THE

TRADER’S BRAIN

20.1 INTRODUCTION

In this book we have argued that cognition and emotion are powerful influences on
people’s decisions. Traders are, of course, no different. This chapter begins by
considering what we know about what sets a successful trader apart from other
people. We have all contemplated the oft-debated question of nature versus nurture
in explaining whether a person thrives or fails. In this final chapter, we further in-
vestigate where choices come from. The evidence suggests that there are both envi-
ronmental and biological foundations.

The chapter begins in Section 20.2 with a discussion of expertise, namely, what
makes a skillful trader? Cognitive skills are honed through practice and repetition,
but emotion also has a significant role. Next, in Section 20.3, we turn to the emerg-
ing field of neurofinance. Using imaging technology, researchers are contributing to
our understanding of how people make decisions. In Section 20.4, we describe
some of the insights recently provided by neurofinance researchers. These research-
ers have found that cognition and emotion have complementary effects. Traders
whose emotions appear to be in balance perform the best. Uncertainty and risk
are experienced differently by our brains, as are gains versus losses and risk versus
return. The chapter concludes in Section 20.5 with some practical advice.

20.2 EXPERTISE AND IMPLICIT LEARNING

Consider the following situation. You are at a large concert and run into a good
friend, Molly. Of course, you recognize her face immediately. Now think about
this. What if, instead, you know Molly is at the concert but is seated across the
venue. The friend you came to the concert with, Amy, is going to look for Molly,
but the two have never met. You do your best at describing Molly to Amy. What’s
the chance that Amy will be able to identify Molly among thousands of concert
goers? Not too likely.

351



Much of what we know we cannot describe in words. A face is a very complex
thing, and we simply do not have enough words to explicitly describe one particu-
lar person very accurately. Language is categorical, whereas the distinguishing fea-
tures of two similar faces may be fuzzy. Some cognitive scientists assert that people
have knowledge that they cannot verbalize, referred to as implicit learning or tacit
knowledge.1

Brett Steenbarger argues that traders also have information about markets that
they cannot adequately describe in words.2 Like a human face, markets are proba-
bly more complex than the language we have to describe them. Does this mean we
need a finer grid with which to describe markets? Or, does this view suggest that
we need to better understand how traders make decisions?

Excellence in most fields requires expertise. How do we define expertise? Usu-
ally we think in terms of relative performance so that those at the top of their game
are considered to be the experts. Because of tacit knowledge, an expert chess player
or pro football player often knows instinctively what the best move is, perhaps
without any cognitive evaluation whatsoever. Recall in our discussion of the foun-
dations of emotion in Chapter 7 that psychologists believe that emotions can de-
velop completely independently from cognition. In other words, you can feel fear
without first cognitively recognizing what is making you fearful.

While observing a market, a trader may instinctively know the move he wants to
make. Steenbarger notes that in many instances traders will make similar buy or sell
decisions and then, ex post, provide very different descriptions of the information
that led to the decision. The traders saw the same information, acted the same way,
but understood their behavior quite differently. Perhaps a trader makes a decision
based on instinct with no preceding cognitive evaluation.3 Afterward, the trader gen-
erates an explanation that is cognitively consistent with his expectations. Steenbarger
argues that “the successful trader feels the market but does not become lost in those
feelings.”4 Studies of expert athletic performers have reached similar conclusions. For
example, one study argues that “emotions, and the capability to regulate them effec-
tively, arguably account for a large portion of the variance in athletic performance.”5

In the trading domain, an expert trader often has a gut feeling about a particular sit-
uation but remains in control by taking careful, deliberate action.

Does this mean that trading expertise is innate and cannot be learned? Reading
the information in a market could be like understanding a social interaction. Some
people are just better at it than others. While some level of innate ability is proba-
bly requisite, the evidence suggests that expertise is finely honed. Not too many of
us would believe that a professional quarterback spent his teen and early adult
years watching football on television while sitting on the couch eating chips.
Knowing the rules of a game does not make you good at the game. Practice and
repetition are common ingredients across successful experts. For example, accom-
plished violinists spend, on average, 10,000 hours practicing.6

Successful traders also devote a lot of time to practice. This practice gives them
the ability to connect what they know about a market to the action they should
take. Through implicit learning they are able to make better and more efficient de-
cisions. A day trader who spends hours, or even minutes, evaluating a current mar-
ket circumstance before making a trading decision will certainly find it difficult to
succeed.
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20.3 NEUROFINANCE

While we know that practice is necessary to hone any skill, unlocking the mysteries
of the brain is an important key to understanding how to promote the development
of expertise in any realm, including investing. Are evolutionary theorists correct in
their contention that our basic emotions have evolved to promote the survival of
the species as we discussed in Chapter 7? Do expert performers have innate charac-
teristics, or can anyone develop expertise in trading?

Neurofinance and neuroeconomics use neurotechnology to examine how the
brain behaves while a person is making financial and economic decisions. In these
new and growing fields, results from economics, finance, psychology, and neurosci-
ence provide the basis for further investigation. Neuroscience uses brain imaging,
as we described in Chapter 7, to understand brain activity and how the brain
works.7 With this technology, scientists can actually measure emotional response.
The potential of the technology has not gone unnoticed by practitioners. In fact, Ja-
son Zweig, senior writer for Money magazine and guest columnist for Time maga-
zine and cnn.com writes:8

I’ve been a financial journalist since 1987, and nothing I’ve ever learned about
investing has excited me more than the spectacular findings emerging form the
study of “neuroeconomics.” Thanks to this newborn field … we can begin to
understand what drives investing behavior not only on the theoretical or prac-
tical level, but as a basic biological function. These flashes of fundamental in-
sight will enable you to see as never before what makes you tick as an
investor.

Investors who better understand “what makes them tick” will be better prepared to
make good investment decisions.

It is important to understand that neuroscience is not simply interested in map-
ping out parts of the brain. Instead, by looking at how the brain reacts during var-
ious activities, scientists can understand how the brain functions and solves
problems.9 We will better understand the mix of cognitive processing and emo-
tional responses. Which responses are controlled and which are automatic re-
sponses? These insights will allow economic theorists to improve models of
decision-making, as well as investor education efforts.

Recall from our earlier discussion of the brain that automatic and controlled
responses are associated with different parts of the brain. Automatic responses of-
ten stimulate the amygdala, whereas controlled responses activate the forebrain
(or prefrontal cortex). Using imaging technology, scientists can observe the areas
of the brain that are activated during a task. In Chapter 7 we also talked about
Damasio’s studies of the behavior of brain-damaged patients.10 The patients
were emotionally flat due to frontal brain lobe damage, and Damasio concluded
that decision-making and emotion are intertwined. Though studies of brain-
damaged patients can be informative, brain imaging technology allows more
control so that research can be conducted with greater precision. Neuroscientists
are making great progress on brain function, and, as a result, researchers are pro-
posing new models and theories that better incorporate aspects of psychology,
including emotion.11
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20.4 INSIGHTS FROM NEUROFINANCE

Neuroscientists have investigated a variety of questions related to financial
decision-making. Several studies have lent insight into the forces of emotion on
trading by studying the physiological characteristics of professional securities tra-
ders while they were actively engaged in live trading. In one study significant corre-
lations between market movements and physiological characteristics such as skin
conductance and cardiovascular data were reported.12 Differences were also de-
tected across traders, perhaps related to trading experience. Another study looked
at whether emotion was found to be an important determinant of a trader’s ability
to succeed in financial markets.13 It was found that those whose reaction to gains
and losses was most intense had the worst trading performance, suggesting the ob-
vious need for balanced emotions.

Brain imaging has been used as experimental participants have made risky
choices.14 This research indicates that how gains and losses are both anticipated
and realized is likely to differ inasmuch as different regions of the brain are acti-
vated. When gains are anticipated, a subcortical region known as the nucleus ac-
cumbens (NAcc) becomes active. This region is rich in dopamine, a substance that
has been associated with both the positive affect of monetary rewards and addic-
tive drug use. The fact that this region is only active during anticipated gains (but
not losses) lends plausibility to the differential experiencing of gains and losses in
prospect theory.

Other brain imaging research indicates that what might lie behind ambiguity
aversion is the fact that risk and uncertainty are experienced in different ways.15

Recall in Chapter 1 where we discussed the distinction between risk and uncer-
tainty. With a risky choice, the person can assess the probability of the outcomes,
but under uncertainty the probabilities are unknown. The distinction is important
here because the brain may evaluate a choice in a risky situation differently from a
choice when one faces uncertainty. Research indicates that when facing uncertainty
the most active regions were the orbitofrontal cortex (a region integrating emotion
and cognition) and the amygdala (a region central to emotional reaction).16 In con-
trast, when facing risk, the brain areas that responded during their task were typi-
cally in the parietal lobes so that the researchers concluded that choices in this
setting were driven by cognitive factors.17 In sum, uncertainty appears to be more
strongly associated with an emotional response, while risk leads to a cognitive
reaction.

It has been suggested that when times becomes more uncertain (for example in
2008, as was described in Chapter 14), the inability of investors to properly assess
the distribution of future returns leads to their moving from rational deliberation to
a primarily emotional response.18 The result could be widespread unwillingness to
hold risky assets in turbulent markets, a tendency that can only exacerbate market
declines.

A neural test of myopic loss aversion has also been conducted.19 A group of
patients with brain lesions on areas known to be associated with the processing of
emotions were compared to a control group. The former group was significantly
more likely to take on risk than the control group. Further, the lesion group exhib-
ited greater consistency in their levels of risk aversion. In other words, those with a
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reduced capacity for fearful responses behaved in a manner more in line with
expected utility theory.

Another study focused on how decision-makers’ brains reacted to varying le-
vels of risk, rather than on learning or expected values.20 Using a gambling game,
expected values and risk were varied while participants’ brain activation was moni-
tored. As is typical in finance, rewards were measured using expected payoffs and
risk using the variance of payoffs. Interestingly, the researchers report that brain
activation varied in both time and location for reward and risk. Brain activation
in response to rewards was immediate, whereas brain activation in response to
risk was delayed. Time and location of activation is important because if we can
separate the effects of risk and reward in the brain, researchers can further investi-
gate how changes in risk perception affect decision-making. For example, they
could examine how misperception of risk and cognitive difficulties contribute to
less-than-optimal behavior.

20.5 EXPERTISE AND EMOTION

Research indicates that understanding neural responses will help us to gain insight
into some of the puzzles we have talked about in this book. In addition, there are
important implications for trader education. We are all familiar with the old adage
that “practice makes perfect.” In order to gain expertise, it is important to know
the rules of the game, so reading up on investing is not a bad idea. But, at the
same time, much practice through many simulations under divergent market condi-
tions will promote better decision-making while trading.

But, does it pay to become an expert? While we know that many long hours of
studying and practice are required, is this effort sufficiently rewarded? There is evi-
dence that this question can be answered in the affirmative for financial practi-
tioners. One researcher constructed a “differential reward index” as the income
for a specified percentile divided by the median income for each occupation.21

This measure allows us to differentiate high average income from high income for
those whose expertise is greatest in a particular profession. For financial and busi-
ness advisors, including stock brokers, earnings are related closely to achievement.
At the 90th percentile the differential reward index was 3.5, indicating that the top
10% earned 3.5 times more than the median income level. In fact, this was the
largest observed value for the differential reward index across all occupations
studied!

Thus the evidence suggests that the benefit of becoming a skilled financial advi-
sor may far exceed the cost. So how can one become an expert? Researchers have
concluded that tacit knowledge is an important predictor of success in business as
measured by salary, rank, and the level of one’s company (e.g., whether it is among
the top 500 in the Fortune rankings).22 Practical knowledge, or the ability to gain
tacit knowledge and turn it into a good strategy, is a function of a person’s envi-
ronment and ability. Thus, with a certain level of competence, hard work can be
translated into success.

A successful trader, nonetheless, should always remember that emotion is criti-
cal to the outcome. We have argued throughout this book that emotion can en-
hance decision-making. Previously cited evidence suggested, however, that traders
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are advised to be wary of intense emotional reactions.23 Another recent study used
neuroimaging to examine how decision-makers’ brains responded while playing the
ultimatum game described in Chapter 11.24 When unfair offers were rejected by the
responders, the investigators reported significant increases in brain activity in the an-
terior insula, a brain area associated with emotion. Recall that even offers that are
viewed as unfair should be accepted by a responder who cares only about increasing
her earnings. Thus, traders are advised to exert their cognitive skills when experienc-
ing a strong emotional reaction in order to overcome the tendency to react emotion-
ally, just as a responder in the ultimatum game who is aware of his emotional
response is well advised to accept an offer even if it seems unfair. Emotional re-
sponses and cognitive evaluations of risk can be quite different. Think about how
many people perceive the risks of automobile and airplane accidents. Though riding
in an automobile has been shown to be the less safe alternative, often an emotional
response plays the dominant role, which may keep some people off airplanes.

CHAPTER HIGHLIGHTS

1. Expertise is defined in terms of relative performance so that those at the top
of their game are considered to be the experts.

2. Implicit learning reflects knowledge that cannot be described using language.
3. Experts have developed implicit knowledge that enhances performance in

their particular domain.
4. Neurofinance uses brain imaging technology and results from economics,

finance, and psychology to better understand how the brain works.
5. Physiological differences exist across professional traders, and emotion is an

important determinant of a trader’s ability.
6. Measured brain responses to changes in risk and reward vary in both

location and time of activation.
7. Practice is necessary to excel in trading, and good traders may make decisions

based on gut feelings, while at the same time ensuring that they control their
emotional responses.

DISCUSSION QUESTIONS AND PROBLEMS

1. Differentiate the following terms/concepts:

a. Implicit learning and practice
b. Practical knowledge and tacit knowledge
c. Expertise and ability
d. Brain function and brain part

2. The fact that uncertainty and risk are expe-
rienced differently might matter in times of
financial crisis. Discuss.

3. Emotional balance is desirable for financial
traders. Discuss.

4. Since graduation from college, your friend
William has become a highly paid and suc-
cessful financial advisor. His list of clients is
long, and his advice is sought by many. Dis-
cuss the merits of the following statement:
William’s success is primarily driven by
luck.

5. The evidence suggests that the benefit of be-
coming a skilled financial advisor may far
exceed the cost. Discuss why this would be
true.
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GLOSSARY

1/n heuristic the tendency to put 1/
nth of money in a retirement savings
account into all available (n) funds
(Chapter 17)

abnormal returns see excess returns

action tendencies urges to act in a
certain way (Chapter 7)

adaptive markets hypothesis a
hypothesis explaining the cyclical
rise and fall of anomalies based on
evolutionary forces (Chapter 13)

affect how a person experiences a
feeling (Chapter 7)

affective assessment the experience
a person has in response to a
stimulus (Chapter 7)

agency problem a potential
problem existing in an agency
relationship when the incentives of
an agent and a principal are not
aligned (Chapter 2)

agency relationship a relationship
where someone (the principal)
contracts with someone else (the
agent) to take actions on behalf of
the principal and represent the
principal’s interests (Chapter 2)

Allais paradox a well-known
contradiction of expected utility
theory (Chapter 1)

ambiguity aversion the tendency
to prefer risk (with a known
probability distribution over
outcomes) over uncertainty
(Chapter 5)

amygdala part of the human brain
that evaluates sensory information,
and which is important in the
evaluation of primary emotions
such as anger and fear
(Chapter 7)

anchoring the tendency to adhere
to prior beliefs longer than one
should (Chapter 5)

anomalies empirical results that
appear to run counter to market
efficiency (Chapter 4)

anomaly attenuation the tendency
for anomalies to weaken after
public awareness and remedial
arbitrage activity (Chapter 19)

arbitrage the simultaneous
purchase and sale (or short-sale)
of securities in order to lock in a
risk-free profit (Chapter 4)

asset allocation the process of
partitioning investments among
different asset classes such as stocks
and bonds so as to take on the
appropriate amount of risk
(Chapter 17)

attribution theory theory
investigating how peoplemake causal
attributions, that is, how they come
upwith explanations for the causes of
actions and outcomes (Chapter 6)
automatic enrollment a company
retirement savings plan design in
which employees on being hired are
enrolled in the plan unless they
take active steps otherwise
(Chapter 17)
autonomic nervous system the
system that governs a body’s
involuntary actions, such as
sweating and shaking (Chapter 7)

availability the tendency to find
information that is easy to obtain
and process more compelling
(Chapter 5)

avoiders those who avoid planning
for their financial futures, with
those who are most deficient in this
regard being termed “live-for-today
avoiders” (Chapter 18)

base rate neglect the tendency to
ignore or downplay distributional
information while paying too much
attention to the sample (Chapter 5)

Bayes’ rule a formula to update
probability based on new
information (Chapter 5)
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behavioral investing the attempt to
enhance portfolio performance by
applying lessons learned from
behavioral finance (Chapter 19)

beta a measure of risk that takes
into account an asset’s sensitivity
to the market, thus only
measuring nondiversifiable risk
(Chapter 2)

better-than-average effect the
tendency for a person to rate
himself as above average in
knowledge or skills
(Chapter 6)

bounded rationality a view that
posits that people satisfice or do the
best that they can under the
circumstances (Chapter 5)
break even effect an increase in risk
taking after a prior loss in an
attempt to break even (Chapter 3)

bubble an observed price pattern
in which high prices seem to be
generated more by traders’
enthusiasm than by economic
fundamentals (Chapter 14)

bubbles market design an
experimental design normally
characterized by subjects trading
over a fixed number of periods an
asset, whose dividend payout is
determined by a known probability
distribution common to all
participants (Chapter 14)

buy-side analysts financial analysts,
employed by large money
management firms, whose reports
are usually generated for internal
purposes (Chapter 12)

capital asset pricing model
(CAPM) a model of how asset
prices are determined in which
expected returns are linearly related
to beta (Chapter 2)

capital market line (CML) a line
depicting all combinations of the
risk-free asset and the market
portfolio (Chapter 2)

catering a managerial strategy
designed to push up the share price
(but not the share value) in the short
run (Chapter 15)

certainty effect overweighting of
outcomes that are certain as com-
pared to those that are merely
probable (Chapter 3)

certainty equivalent the wealth
level that leads a decision-maker to
be indifferent between a particular
prospect and a given wealth level
(Chapter 1)

coefficient of relative risk aversion
a measure of distaste for risk
(Chapter 14)

cognitive antecedent a belief that
triggers an emotional response
(Chapter 7)

cognitive dissonance a feeling that
motivates people to reduce or avoid
psychological inconsistencies
(Chapter 5)

complete preferences preferences
such that one can assess all possible
pairwise choices and specify either
preference of one over the other or
indifference (Chapter 1)

confirmation bias the tendency to
search out evidence consistent with
prior beliefs and ignore conflicting
data (Chapter 6)

conformity the tendency to give in
to real or imagined social pressure
(Chapter 11)

conjunction fallacy a probability
mistake that occurs when one
believes that a joint probability is
higher than one of the simple
probabilities (Chapter 5)

corporation a legal entity separate
from its founders or owners, with
unlimited life and limited liability
(Chapter 12)

correlation a statistical measure
of how the movements of two
variables are related, which is
bounded by -1 and +1, with zero
indicating no relationship
(Chapter 2)

covariance a statistical measure
of how the movements of two
variables are related with a positive
(negative) value indicating that the
two variables move together
(apart) (Chapter 2)

cumulative prospect theory exten-
sion of prospect theory in which
mathematical specifications for
both the value function and the
weighting function are presented
and estimated (Chapter 3)

customization the strategy of
adapting educational material to the
relevant audience (Chapter 18)

data snooping analyzing a dataset
exhaustively in an effort to detect
apparent anomalies (Chapter 4)

debiasing attempting to overcome
behavioral bias (Chapter 18)

debiased confidence interval a
confidence interval that has been
adjusted for excessive optimism and
miscalibration (Chapter 18)

decision weights under prospect
theory, weights that are a function
of probabilities and that replace
probabilities in the calculation of
the value of prospects (Chapter 3)

deferral rate the percentage of
pay set aside for retirement
(Chapter 17)

defined benefit (DB) pension a
pension in which the employer
normally promises, according to a
formula, periodic payments after
retirement (Chapter 17)

defined contribution (DC) pension
a retirement savings plan in
which normally both the
employer and employee make
contributions into a retirement
account whose accumulation is a
function of investment returns,
without any guarantee as to
what will be available after
retirement (Chapter 17)

dictator game an experiment in
which the first player (the proposer)
decides how to split an endowment
and the second player (the
responder) takes a passive role
(Chapter 11)

disappearing dividends period a
period beginning in the late 1970s
over which the percentage of firms
paying dividends gradually declined
(Chapter 15)
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disposition effect the tendency to
sell winners and hold losers
(Chapter 3)

diversifiable risk that component of
total risk, specific to the asset in
question, that can be diversified
away (Chapter 2)

diversification combining assets in a
portfoliowith thepurposeof reducing
diversifiable risk (Chapter 2)

diversification heuristic the
tendency to choose “a bit of
everything” (Chapter 5)

dividend premium a measure of the
value of dividend-paying stocks
relative to non-dividend-paying
stocks holding all else equal
(Chapter 15)

ease of processing ready
understanding of information
(Chapter 5)

efficient frontier the set of
portfolios that maximize expected
return for a given level of risk
(Chapter 2)

efficient market a market
consistent with efficiency, which
implies that no investor can
consistently earn excess returns
after all costs are considered
(Chapter 2)

efficient markets hypothesis
(EMH) see efficient market

efficient set see efficient frontier

emotion a mental and physiological
state defined by observable features
(Chapter 7)

emotional intelligence (EI) the
ability to identify and manage
emotional responses, both those
of oneself and others
(Chapter 7)

emotional quotient (EQ) a measure
of emotional intelligence, analogous
to a measure of intelligence using an
IQ test (Chapter 7)

endorsement effects effects
whereby an employee believes that
the company itself is making an
implicit recommendation in setting
up the default (Chapter 17)

endowment effect the observation
that the value of a good seems to
increase once a person owns it
(Chapter 3)

equity premium see market risk
premium

equity premium puzzle the
observation that the level of the
equity premium implies, under
expected utility theory, an
implausibly high level of risk
aversion (Chapter 14)

event study a research study
investigating a large number of
similar events in a sample of data,
which, in terms of event time,
computes and accumulates excess
returns in order to assess the
market’s typical reaction to a
particular type of event (Chapter 4)

excess returns returns, after
adjusting for all costs, that exceed
those that are fair based on the
risk borne (Chapter 2)

excessive optimism the tendency to
be more optimistic about one’s
prospects than is objectively
warranted (Chapter 6)

excessive volatility the tendency for
asset price changes to be driven in
large part by factors irrelevant for
valuation (Chapter 14)

expected utility theory a normative
theory contending that individuals
should act in a particular way when
undertaking decision-making under
uncertainty (Chapter 1)

expected value a distributional
average such that, as the sample of
observations becomes very large,
the sample average value converges
to the expected value (Chapter 2)

expertise the skill of an expert
usually defined in terms of relative
performance (Chapter 20)

exponential discount function a
function often used in classical
economics when comparing the
perceived value of a dollar at
different points in time, such that
the intertemporal rate of
substitution between two equally

spaced points in time is constant
(Chapter 17)

Fama-French three-factor model a
model of security return generation
whose risk factors are the market,
firm size, and the book-to-market
ratio (Chapter 13)

familiarity comfort in what is
known (Chapter 5)

fast and frugal heuristics the view
that heuristics almost always lead to
reasonable decisions while
conserving on time, information
requirements, and computation
in real-world environments
(Chapter 5)

feedback the attempt to provide
guidance on decision-making in
order to debias an individual
(Chapter 18)

forebrain the outer portion of the
brain that is the primary locus of
cognition (Chapter 7)

fourfold pattern of risk attitudes
risk aversion for gains and risk
seeking for losses when the
outcome probability is high,
coupled with risk seeking for gains
and risk aversion for losses when
the outcome probability is low
(Chapter 3)

frame a decision-maker’s view of a
problem and its possible outcomes
(Chapter 1)

free rider problem a problem
resulting from shirking where the free
rider bears no cost in relying on others
to take responsibility (such as in the
case of monitoring) (Chapter 12)
frontal lobe the largest lobe in the
human brain, which regulates
motor abilities, memory, judgment,
decision-making, and the ability to
plan for the future (Chapter 7)

functional magnetic resonance
imaging (fMRI) a device that maps
brain activity using blood and
oxygen flow (Chapter 7)

fundamental risk risk that arises
because of the potential for rational
revaluation as new information
arrives (Chapter 4)
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gambler’s fallacy the erroneous
belief that additional observations
should be such that a sample will
closely resemble the underlying
distribution (Chapter 5)

glamour stocks see growth stocks

greater fool theory a theory that
postulates that people buy an asset
that they realize is overvalued
because they think there is a foolish
individual out there who will pay
even more for it (Chapter 14)

groupthink an extreme form of
conformity where group members
begin to think alike, stress loyalty,
and discourage dissent (Chapter 11)
growth stocks stocks with prices
that are low relative to earnings, cash
flow, and book value (Chapter 4)

halo effect the tendency to base an
assessment on earlier impressions or
salient characteristics (Chapter 5)
hard-easy effect the tendency to
be less overconfident on easy
questions, even to the point of
underconfidence (Chapter 6)

herding the tendency to use the
behavior of others as an input into
one’s decisions, which, on a large
scale, can lead to a multitude of
correlated financial decisions
(Chapter 8)

heuristics decision rules that utilize
a subset of the information set and
that sometimes lead to bias
(Chapter 5)

hindsight bias the tendency to
believe that things that have
happened were more predictable at
the time than they actually were
(Chapter 6)

home bias the tendency to invest in
local securities (Chapter 8)

home-made dividends the strategy
of selling off shares when received
dividends are too low, or buying
new shares when received dividends
are too high, so as to set one’s own
payout (Chapter 15)

hot hand phenomenon the belief,
often coupled with base rate

neglect, that recent events are more
likely to occur in the future than
history might warrant (Chapter 5)

house money effect the willingness
to take greater risk with money that
was recently won (Chapter 3)

hyperbolic discount function a
function comparing the perceived
value of a dollar at different points
in time, such that the preference for
a current dollar versus a dollar
received one period in the future is
greater than the preference for a
future dollar versus a dollar
received one period after that future
date (Chapter 17)

illusion of control the tendency to
think that there is more control
over events than can objectively be
true (Chapter 6)

implicit learning information
acquired without the ability to
verbally express what was learned
(Chapter 20)

implied volatility index (VIX) the
Chicago Board Options Exchange
measure of fear based on investors’
expectations of future stock market
volatility using current option prices
(Chapter 14)

income replacement ratio retire-
ment income as a percentage of
working (or employment) income
(Chapter 17)

independent analysts professional
financial analysts who provide
independent research and are not
associated with a large investment
firm (Chapter 12)

informational advantages various
benefits gained from knowing more
about local companies and thus
having a more accurate view of
value (Chapter 8)

information overload a state of
confusion and decision avoidance
induced by a large amount of
information that is difficult to
assimilate (Chapter 5)

insiders corporate directors who
are managers or executives of the
company (Chapter 12)

integration in the context of
prospect theory and mental
accounting, the act of moving away
from the reference point because
of past outcomes and when
confronting new choices (Chapter 3)
intentional objects objects of
emotions, such as persons or
situations (Chapter 7)
joint-hypothesis problem the
unavoidable fact that all tests of
market efficiency jointly test
efficiency and a particular risk-
adjustment model (Chapter 2)
life-cycle funds a single fund that is
not only initially appropriate in its
risk-taking stance, but which also
dynamically adjusts its risk taking
so as to be consistent with an
average individual’s changing risk
tolerance (Chapter 17)

lifestyle fund a single fund that is
initially appropriate in its risk-
taking stance for an average
individual (Chapter 17)
limbic system the inner portion of
the brain that is the primary locus of
emotional response (Chapter 7)

limited self-control the
psychological tendency to avoid
doing what is rational, especially
in terms of saving behavior
(Chapter 17)

limits to arbitrage the likelihood
that mispricing will not be totally
eliminated primarily because of the
presence of noise-trader risk and
career concerns (Chapter 4)
loss aversion in prospect theory,
the tendency to view a gain as
contributing less to utility than an
equal-dollar loss subtracts from it
(Chapter 3)

lottery asset an asset that
infrequently pays off, but when it
does, the payoff is large (Chapter 14)
market efficiency see efficient
market

market risk premium expected
return on the market in excess of the
risk-free rate or a fixed-income
portfolio (Chapter 2)
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mean return the sample average
(Chapter 2)

memory the retrieval of stored
information in the brain (Chapter 5)

mental accounting a set of often
suboptimal cognitive operations
that people use to manage
and assess financial activities
(Chapter 3)

miscalibration the tendency to
overestimate the precision of
knowledge (Chapter 6)

modern portfolio theory a practical
framework that assumes that
investors are risk averse and
preferences are defined in terms of
the mean and variance of returns
(Chapter 2)

momentum positive correlation in
returns (Chapter 4)

momentum-chasing see trend-
following

money attitude a person’s
predisposition based on measurable
attributes related to financial
matters (Chapter 18)

mood a general feeling that does
not focus on anything in particular
(Chapter 7)

multivariate approaches attempts
to enhance return by conditioning
on a multitude of factors
(Chapter 19)

myopic loss aversion the tendency
to be loss averse while frequently
evaluating one’s wealth position
(Chapter 14)

neoclassical economics a school of
thought that says individuals and
firms are self-interested agents
who attempt to optimize to the
best of their ability in the face of
constraints on resources
(Chapter 1)

neuroeconomics new and rapidly
growing field that uses
neurotechnology to examine how
the brain behaves while a person
is making economic decisions
(Chapter 20)

neurofinance new and rapidly
growing field that uses

neurotechnology to examine how the
brainbehaveswhileapersonismaking
financial decisions (Chapter 7)

neuroscience the science that
studies the brain and nervous
system (Chapter 7)

noise misinformation, that is,
information not relevant for the
valuation of securities, which often
leads to noise-trading (Chapter 4)

noise-trader risk risk that arises
because mispricing induced by
noise-traders can become more
severe in the short run (Chapter 4)

noise-traders individuals who trade
based on noise (Chapter 4)

nondiversifiable risk the
component of total risk that is
common to all risky assets in the
system and which cannot be
diversified away (Chapter 2)

nonsystematic risk see
diversifiable risk

normative theory a theory that
describes how people should behave
(Chapter 3)

objective risk risk revealed by
actual investment decisions, as
reflected in the percentage of risky
assets in the overall portfolio
(Chapter 18)

optimal compensation contract a
compensation contract designed to
align the interests of shareholders
and managers (Chapter 2)

other-regarding preferences choices
that are inconsistent with pure self-
interest, such as fairness and
reciprocity (Chapter 11)

outsiders corporate directors who
are not employees of the company
(Chapter 12)

overconfidence the tendency to
overestimate one’s knowledge,
abilities, and information precision,
or to be overly sanguine about the
future and one’s ability to control it
(Chapter 6)

path dependence a state where
someone’s choice depends on the
past rather than only the current
situation (Chapter 3)

perception the acquisition by the
brain of current information
(Chapter 5)

personality types categories of
individuals based on such
measurable personality attributes as
extroversion versus introversion
(Chapter 18)

physiological arousal hormonal
and nervous system changes
associated with emotions
(Chapter 7)

physiological expressions observ-
able physical expressions associated
with emotions (Chapter 7)

planner-avoider continuum a scale
with successful planners being at
one extreme and live-for-today
avoiders being at the other
(Chapter 18)

planners those who plan for their
financial futures, with those who
are best at it being termed
“successful planners”
(Chapter 18)

planning fallacy the tendency to
think that more can be
accomplished than is likely
(Chapter 6)

positive theory a theory that
describes how people actually
behave (Chapter 3)

positron emission tomography
(PET) scan a device that maps
brain activity using harmless
radioactive substances
(Chapter 7)

practical knowledge stored tacit
knowledge, which often leads to
good strategies (Chapter 20)

present value model of stock prices
a representation that assumes that a
stock price is based on reasonable
expectations of its fundamental
value (Chapter 2)

pride a positive emotion induced by
a feeling that one has made a good
choice (Chapter 10)

primacy effect the tendency to rely
on information that comes first
when making an assessment
(Chapter 5)
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primary emotions emotions that
are hardwired into our brains, and
which may include anger, contempt,
disgust, fear, happiness, sadness,
and surprise (Chapter 7)

procrastination a psychological
tendency to postpone doing what is
rational, especially in the context of
savings behavior (Chapter 17)

prospect a series of wealth
outcomes, each of which is
associated with a probability
(Chapter 1)

prospect theory a positive theory of
how individuals make choices when
confronted with decisions under
risk, whose major features are the
four fold pattern of risk attitudes
and that individuals consider
changes in wealth from a reference
point (Chapter 3)

psychographic profiling the process
of assigning individuals to groups
based on personality, attitudes,
values, and beliefs (Chapter 18)

random walk the theory that the
next price change is unpredictable,
and the best forecast of the next
price is the current price (Chapter 2)
rate of time preference the “interest
rate” that subjectively converts a
future value into a present value
(Chapter 17)

rational preferences preferences
consistent with such reasonable
conditions as completeness and
transitivity (Chapter 1)

recency bias the tendency to more
easily recall recent events and to
think that such events are more
probable than is really the case
(Chapter 5)

recency effect the tendency to rely
on the most recent information
when making an assessment
(Chapter 5)

reference group neglect the
tendency for people to be unaware
that others in their group, facing the
same incentives as themselves, are
likely to be comparable in terms of
skill (Chapter 16)

reference point under prospect
theory the point (usually the status
quo) from which changes in wealth
are considered (Chapter 3)

regret a negative emotion induced
by a feeling that one has made a
poor choice (Chapter 10)

Regulation Fair Disclosure (Reg FD)
an SEC ruling implemented in 2000
in an attempt to thwart selective
disclosure by publicly traded firms
to large investors (Chapter 12)

representativeness heuristic the
tendency to evaluate the probability
of an outcome A based on the
degree to which A resembles B
(Chapter 5)

reversal negative correlation in
returns (Chapter 4)

risk a state that exists when all
possible outcomes and their
associated probabilities are known
(Chapter 1)

risk attitude one’s personal comfort
with risk taking holding all else
equal (Chapter 18)

risk averse descriptive of a person
who prefers the expected value of a
prospect to the prospect itself
(Chapter 1)

risk capacity the amount of risk
that is appropriate based on age,
retirement plans, income, liquidity
needs, and so on, for an individual
of average risk attitude
(Chapter 18)

risk neutral descriptive of a person
who is indifferent between the
expected value of a prospect and the
prospect itself (Chapter 1)

risk seeker descriptive of a person
who prefers a prospect to its
expected value (Chapter 1)

risk tolerance the amount of risk
that is appropriate for an individual
based on both risk capacity and risk
attitude (Chapter 18)

salience bias the tendency to easily
recall salient information when
making an assessment, and to think
that salient events are more

probable than they really are
(Chapter 5)

sample standard deviation the
positive square root of the sample
variance (Chapter 2)

sample variance an estimate using a
sample of data of the variance
(Chapter 2)

Sarbanes-Oxley Act (SOX) legisla-
tion enacted in 2002 in response to
corporate scandals, which included
a requirement that walls separating
security analysts and the investment
banking arm of the same firm be
strengthened (Chapter 12)

scheduled deferral increase pro-
grams (SDIPs) programs based on
future deferral increases designed to
convince people to save a sufficient
amount for a properly funded
retirement (Chapter 17)

Securities and Exchange Commis-
sion (SEC) an entity created in the
United States under the Securities
and Exchange Act of 1934 with a
mission “to protect investors,
maintain fair, orderly, and efficient
markets, and facilitate capital
formation” (Chapter 12)

security analysts information
intermediaries who provide analysis
to investors and firms
(Chapter 12)

segregation in the context of
prospect theory and mental
accounting, the act of returning to
the reference point after past
outcomes and when confronting
new choices (Chapter 3)

self-attribution bias the tendency to
attribute successes to one’s own
abilities, while blaming failures on
circumstances beyond one’s control
(Chapter 6)

self-monitoring the disposition to
attend to social cues and
appropriately adjust behavior
(Chapter 9)

sell-side analysts professional
financial analysts who are typically
employed by brokers, dealers, and
investment banks (Chapter 12)
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semi-strong form market efficiency
the version of market efficiency that
stipulates that prices reflect all
publicly available information
(Chapter 2)

sensation-seeking a personality
trait whose four dimensions are
thrill and adventure seeking,
experience seeking, disinhibition,
and boredom susceptibility
(Chapter 9)

sentiment the degree to which large
numbers of investors
simultaneously misvalue some or all
securities (Chapter 4)

small-firm effect the tendency for
firms with low levels of market
capitalization to earn excess returns
after accounting for market risk
(Chapter 4)

smart-money traders individuals
who trade for purely rational
reasons (Chapter 4)
snake-bit effect an increase in risk
aversion after an initial loss
(Chapter 10)

social learning learning based on
observing the decisions of others
(Chapter 12)

social neuroscience a science that
investigates the neural circuitry that
operates when we deal with other
people (Chapter 11)

standard deviation the positive
squarerootof thevariance (Chapter2)
status quo bias see endowment
effect

strong form market efficiency the
version of market efficiency that
stipulates that prices reflect all
information, both public and
private (Chapter 2)

style investing consideration of
style in portfolio formation
(Chapter 19)

style peer group a group of
investors following the same style,
where style is usually defined in
terms of firm size and growth versus
value (Chapter 19)

style rotation act of moving from
style to style in an attempt to time
aggregate style preference shifts
(Chapter 19)

subjective risk assessment of risk
based in part on individuals’
attitudes and beliefs toward risk
(Chapter 18)

systematic risk see nondiversifiable
risk

tacit knowledge see implicit
learning

target date funds see life-cycle
funds

transitivity a characteristic of
preferences such that if a is
preferred to b and b is preferred
to c, then a must be preferred to c
(Chapter 1)

trend-following the tendency to
purchase securities whose recent
performance has been strong
(Chapter 8)

trust game an experiment in which
the amount the first player (the
proposer) sends to the second player
(the responder) is increased by a
multiple, and the second player
decides how much to return to the
first player (Chapter 11)

two-fund separation the theory
that says that rational investors
maximize utility by combining the
risk-free asset with a unique
individual-specific risky portfolio
(Chapter 2)

Type 1 heuristic heuristics
appropriate when a very quick
decision must be made or when the
stakes are low (Chapter 5)

Type 2 heuristic heuristics that are
more effortful and that are
appropriate when the stakes are
higher (Chapter 5)

ultimatum game an experiment in
which the first player (the proposer)
decides how to split an endowment
and the second player (the
responder) can accept or reject the
offer (Chapter 11)

uncertainty a state that exists when
either some possible outcomes and/
or their associated probabilities are
unknown (Chapter 1)

under-diversification the tendency
to hold securities in one’s portfolio
whose number is insufficient to
achieve the elimination of most
diversifiable risk (Chapter 9)

utility function a function that
specifies the assignment of numbers
to possible outcomes so that
preferred choices receive higher
numbers (Chapter 1)

valence a psychological term used
to rate feelings of pleasure and pain
or happiness and unhappiness
(Chapter 7)

value function a function that in
prospect theory replaces the utility
function in expected utility theory
(Chapter 3)

value investing the tendency to
overweight value stocks (relative to
growth stocks) in a portfolio
(Chapter 4)

value premium average gap
between returns on a value portfolio
and a growth portfolio (Chapter 2)

value stocks stocks with prices that
are low relative to accounting
measures such as earnings, cash
flows, or book value (Chapter 4)

variance a statistical measure of the
dispersion of a distribution equal to
the expected value of the squared
deviation from the mean (Chapter 2)

weak form market efficiency the
version of market efficiency that
stipulates that prices reflect all
information contained in historical
prices and returns
(Chapter 2)

weighting function a mapping of
probabilities on to decision weights
(Chapter 3)
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